
1 Specific Aims

It is estimated that there are more than 200,000 functional endoscopic sinus surgeries (FESS) procedures
performed annually in the United States at a cost of several billion dollars annually. As the name implies, all of
these procedures are performed under endoscopic guidance, and a large fraction employ surgical navigation
systems to visualize critical structures that must not be disturbed during the surgery.

Although navigation is widely employed for FESS, its capabilities are far from optimal. In particular, the sinuses
contain structures that are smaller than a millimeter in size, and yet delineate critical anatomy such as the optic
nerve or the carotid artery. However, the accuracy of navigation is 2 mm under near ideal conditions [1–5]. As a
result, navigation can provide a qualitative sense of location, but final confirmation of anatomic structures ultimately
relies on the surgeon’s ability to interpret and relate the CT image to the endoscopic view [6]. This process, which
is further complicated when the anatomy is distorted or otherwise altered by surgery, requires time, skill and
experience and can lead to errors in judgement that adversely affect outcome.

The goal of this project is to overcome these limitations using images from the viewing endoscope. We first
propose to improve registration accuracy through in-situ registration of computed tomography (CT) imagery to
intraoperative endoscopic images. Improved accuracy has immediate significance as it will allow the surgeon to
better visualize and discriminate critical structures, thus reducing the potential for surgical error and improving
workflow. The second enhancement is computation of the shape of viewed surfaces directly from endoscopic video
sequences. The significance of this enhancement is an improved ability to assess the progress of surgery and a
reduced need for intraoperative imaging. Together, these capabilities will provide improvements in visualization
that will enhance safety, reduce complications and morbidity, and improve clinical workflow.

The key innovation in our approach is the use of the images from the endoscope itself to perform registration
and surface reconstruction. The fundamentals of computing geometric information from video have been well
known for decades, but recent advances in computational vision have now made these methods practical to
apply at scale. In prior work [7–14], we have developed prototype algorithms to show that these advances can
be translated into the medical domain. These results set the stage for the broader, systematic development and
exploration of video-CT registration and video-based reconstruction described in this proposal.

We have assembled a team of experienced engineering and clinical investigators to carry out the four specific
aims of this project:

Specific Aim 1: Develop video-CT registration algorithms that are accurate to CT resolution.

We propose to develop video-CT registration algorithms that operate within 10 seconds and have an accuracy
of 0.5 mm, comparable to the resolution of intraoperative CT scans.

Specific Aim 2: Develop methods for surface shape estimation from endoscopic images.

We propose to develop algorithms that are able to compute a surface reconstruction from video to an
accuracy of 0.5 mm so that anatomic changes and surgical progress can be measured at any point of a
procedure.

Specific Aim 3: Perform comparative evaluation of video-CT-based navigation on patient data.

We will perform algorithm evaluation on data from cadaver models, and then retrospectively on patient data
acquired during during FESS procedures using an intraoperative CT-based navigation system.

Specific Aim 4: Assess the accuracy and reliability of intraoperative surface estimation on patient data.

Using the patient data acquired in Aim 3, we will evaluate the effectiveness of surface reconstruction from
endoscopic video in representative clinical settings.

Successful execution of this project will demonstrate a new paradigm for surgical navigation and visualization,
namely the fusion of widely available endoscopic video with traditional navigation approaches. We expect many of
these ideas to apply immediately to other areas of endoscopic endonasal surgery. More broadly, optical imaging
devices are widely used in many areas of surgery, and surgical navigation systems have become an indispensable
tool for procedures in neurosurgery, craniofacial surgery, spine surgery and orthopedic surgery. Thus, successful
image-based registration and reconstruction algorithms have potential use in these areas of clinical practice, and
therefore a high potential for translation into broader clinical practice.



2 Research Strategy

2.A Significance

Figure 1: The Brainlab Brainsuite
iCTTM intraoperative CT and navigation
system at Johns Hopkins Bayview Cam-
pus.

Clinical Background Chronic rhinosinusitis, defined as inflammation in
the nasal passages and surrounding paranasal sinuses present for more
than twelve weeks, is a source of significant health care expenditure. Its
prevalence is estimated at 146 per 1,000 people. It results in 18 to 22 mil-
lion physician visits per year and its direct treatment cost is conservatively
estimated at $3.4 to 5 billion annually with indirect costs exceeding $14
billion. It is typically treated medically using anti-inflammatory drugs and
antibiotics. When medical therapy fails, surgery is performed to improve
sinus aeration and drainage. Roughly 200,000 sinus surgeries are per-
formed in the United States per year making it one of the more common
surgeries performed. A large proportion of these are Functional Endo-
scopic Sinus Surgery (FESS) which, as the name implies, makes use of
an endoscope to visualize the procedure. Indications for FESS include blockages due to chronic sinusitis, tumors
appearing in the sinuses, and, more recently, staging for access to the anterior skull base.

The paranasal sinuses are in close proximately to the brain, carotid artery, and eyes; these structures are
separated from the nose by thin bone. This bone can be as thin as a few hundred microns and, in the case of
the carotid artery and optic nerve, can be missing, making the surgery high risk. Injury to these structures is
catastrophic and is considered a “Never event.” Because the disease primarily affects quality of life as opposed to
morbidity and mortality, the risk must be lowered significantly to place the risk to benefit ratio in the acceptable
range.

Surgical navigation systems, which allow for the real time tracking and localization of surgical instruments with
respect to surrounding anatomic structures, are thus essential for safety and are increasing becoming integral
components of the sinus surgery workflow, particularly during situations where the surgical anatomy is distorted
either through the disease process itself or through previous surgery or trauma [6]. Navigation also plays an
integral role in extended endoscopic procedures where anterior skull bases pathologies, such as tumors and
cerebrospinal fluid leaks are addressed. In short, the evolution of this field is now driven in part by technical
advancements such as computer-aided surgical navigation.

A typical surgical navigation system consists of a computer workstation, navigational tracking device, and
associated tools with marker devices whose pose (position and orientation) is continuously measured relative to
a tracking device. Through a registration between the patient anatomy and a preoperative image, a navigation
system allows a surgeon to visualize the location of a tracked tool relative to the the preoperative image. Navigation
systems were first developed in the 1980’s for neurosurgical applications (e.g., [15–17]), and have now been
applied in many surgical fields, including neurosurgery [18–26], craniofacial surgery [27–31], ENT [32–35], spine
surgery [36–39], and general orthopedic surgery [40–45]. Applications in other surgical disciplines, such as
minimally-invasive hepatic surgery [46–48], kidney surgery [49–51], and other procedures (e.g., [52]), are a
subject of current research. Commonly used tracker technologies include specialized optical tracking systems
[20, 38, 53–56], conventional cameras [57, 58], electromagnetic sensors [59, 60], acoustic sensors [24, 53], and
mechanical linkages [16, 21, 24]. Currently, systems based on specialized optical devices such as the PolarisTM

or OptoTrakTM (Northern Digital, Waterloo, Ont.) are the most accurate [61], but recent advances have placed
electromagnetic tracking on nearly equal footing in some applications.

Limitations of Current Techniques Modern navigation systems suffer from two limitations. First, empirical
studies report that most navigation systems today achieve position errors on the order of 2 mm [1–5], a number
that has not changed in over a decade. This number is large compared with many anatomic structures in the
sinuses. Indeed, Lapeer et al. [3] specifically states that current registration accuracy of 2 mm is inadequate
to support effective fused video-CT display in sinus surgery, suggesting that errors of this magnitude are a
limitation to progress of the field.

The clinical impact of poor accuracy in navigation is expressed well in a paper by Cohen and Kennedy which
states “The technology is still susceptible to displacement of the registration and computer malfunction, and
repeated visual confirmation of registration should be performed during surgery ..” (emphasis added). An apt



analogy would be to think of navigating with a GPS system where the accuracy was at the level of blocks, rather
than streets. The GPS would help, but knowing where you were would still require constant reference to a map.

What is the source of this error? The accuracy of traditional navigation is a consequence of the indirect nature
of the tool-to-anatomy calculation. Suppose Ft represents the coordinate transformation of the tool tip relative to
the tool marker and Fa is the coordinate system of some anatomic feature in CT coordinates. Then the relation
between tool and anatomy, Fat, is given by

Fat = F−1
ca FctF−1

tr Ft (1)

Each of the elements on the right hand side is subject to error: Ftr is measured by the tracking system; Fct and Ft
are computed by calibration and are assumed to be constant; and Fca relies on accurate location of markers in the
CT image.

A second limitation of current systems is that they continue to display the same image information, even as the
anatomy is altered during surgery. As a result, the relationship between the endoscopic view and the navigation
view is slowly lost over time, making interpretation of navigation information progressing more difficult. This has
led to a recent interest in intra-operative cone-beam [12] or CT imaging as a way to update the visualization during
surgery. Indeed, the importance of intraoperative imaging has led manufacturers to introduce systems such as the
BrainLab Brainsuite iCTTMsystem (shown in Figure 1) and the Medtronic O-ArmTMsystem. While these systems
undoubtedly increase the safety of surgery, they also introduce additional radiation exposure to the patient and
significant additional cost. The increased cost may in turn limit the access of this technology to patients due to the
financial pressures in the current health care climate.

Significance The significance of our work is the introduction of a paradigm shift in surgical navigation by using
a device present in every endoscopic surgery, namely the endoscope, to improve registration and visualization
of anatomy. This will have numerous positive impacts. Most importantly, our work will provide an inexpensive,
non-invasive, radiation-free method to enhance registration accuracy at any point of the procedure. Enhancements
in registration will reduce ambiguity for the surgeon during surgery, enhancing confidence, and improve workflow
by reducing the need to re-register or re-image the patient. The endoscope will also be used as a measurement
device to update anatomic models during a procedure. This not only will improve the ability of the surgeon to
visualize the progress of the surgery, but it will accrue additional benefits to the patient and hospital, as it may
reduce the level of radiation exposure and cost by eliminating the need for intraoperative CT imaging.

Finally, as discussed above, surgical innovation is, to some degree, co-dependent with technical innovation.
The introduction of an accurate, intraoperative registration and surface revision facility would almost surely in turn
spur dependent innovations in visualization and surgical technique currently not possible as noted previously
[3]. We believe such advances will broaden the applicability of minimally invasive surgery of the sinuses and the
anterior skull.

2.B Innovation

Computational vision had made remarkable strides during the past decade, to the point that it is now possible
to mine online image archives for hundreds or thousands of images [62], to compute the spatial locations from
which they were taken, and to fuse that information into a 3D model of the scene. It is also now possible to
process video sequence in real time to perform mapping and 3D reconstruction [63]. The more recent advent of
high-definition digital imaging in endoscopic surgery offer similar opportunities in medicine. By translating advances
in computational vision into endoscopic sinus surgery, we will transform the endoscope from a visualization device
to an instrument for quantitative 3D measurement. We refer to this approach as quantitative endoscopy (QE). With
QE, endoscopic measurements can be combined with traditional imaging modalities, such as CT, providing new
capabilities such as enhanced navigation, tissue surface reconstruction, and fused image visualization.

The specific innovation of the proposed project lies in the development of QE to create a constantly updated
reference for surgical navigation and visualization. Existing methods rely largely on a pre-surgical image and
registration. Changes during surgery are not measurable, except via intra-operative imaging and re-registration.
However, this updated imaging comes at significant time cost, interruption of the clinical workflow, radiation
exposure, and thus real cost to patient and physician.
Prior Work: Several groups, including our own, have attempted to use information from the endoscope to improve
registration. Roughly, these may be broken down into methods that determine the camera pose by minimizing a



difference measure between an observed image and one predicted from the preoperative data [35, 64–68], and
geometry-based methods that first reconstruct partial 3D models from multiple video images and then compute
a registration using 3D-to-3D techniques [69–71]. Thus far, most reported methods for endoscopic surgical
navigation have been of the first type. An important limitation of these methods is that they require robust methods
for predicting image appearance to be accurate. Our work has explored methods of the second type [7–14, 73].
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study #2 for our laboratory Optotrak based system,
a Medtronic StealthStation, and Video-based and
Video-tracking based registration. The rank statis-
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Stereo and multi-view reconstruction in computer vision is
heavily studied [74–77]. Reported work on surface reconstruc-
tion from endoscopic video is less common. Co-PI Taylor per-
formed early work [78, 79] using hierarchical correlation. Most
recent work has focused on the challenges of dense soft tissue
reconstruction from stereo [80–88], there there has been some
investigation of monocular reconstruction [89]. To date, there
are no stereo endoscopic devices that are widely used in en-
donasal surgery, a situation unlikely to change1 in the near future.
Thus, we have chosen to focus on applying multi-view recon-
struction techniques to traditional endoscopic images to update
a prior model. It is important to note that these methods would
be enhanced by stereo endoscopy should it become available.
Technical Innovations: Our prior results demonstrate the
promise of QE for both navigation enhancement and reconstruc-
tion. Our first innovation is the use of direct, local measurement
of Fat through high-accuracy registration of video imagery to
surfaces in a pre-operative CT scan (video-CT registration), thus
providing a new, high-accuracy solution to enhance the precision
of navigation (Aim 1). In recent work, we have demonstrated that
video-CT registration is able to improve the accuracy of traditional navigation systems by more than a factor of two
to submillimetric levels (Figure 2). Further work is proposed to improve this to a target level of 0.5 mm, to enhance
the speed of the process, and to develop online quality assessment metrics for registration accuracy.

Figure 3: A full 3D reconstruction of a pediatric
airway from video imagery acquired with a tracked
endoscope.

Our second innovation is the development of high-accuracy
multi-view reconstruction methods from sequences of biomedi-
cal images (intraoperative surface reconstruction), thus provid-
ing a non-invasive, radiation-free means of measuring changes
to anatomy intraoperatively (Aim 2). In recent work, we have
demonstrated the feasibility of producing a high accuracy surface
reconstruction from video acquired by a tracked endoscope as
shown in Figure 3.

Although the technical bases for video-CT registration and in-
traoperative surface reconstruction are relatively well-understood,
the application of these ideas to medicine has been limited by
the complexity of biomedical endoscopic images. Our initial re-
sults suggest that these hurdles can be overcome and, as further
described in Section 2.C, practical video-enhanced navigation is
within reach.
Clinical Innovations: Our project will provide three unique and
significant innovations for endoscopic sinus surgery. First, video-CT registration provides a means for improving
the usability of existing navigation technology in sinus surgery with no additional cost or equipment, and with
minimal disruption to the surgical workflow. We believe this will lead to reductions in the time necessary to
perform surgery (by reducing or eliminating the time taken to use traditional navigation methods), and reduce
the likelihood of surgical errors. Second, surface reconstruction from endoscopic images to compute anatomic
changes intraoperatively as surgery progresses, thus providing a new way of monitoring surgical progress, again
improving, time-efficiency, patient safety, and offering the potential for cost reduction. Finally, improvements in

1We have in fact evaluated two generations of stereo endoscopy systems by Visionsense (Orangeburg, NY) both technically and
clinically. Although they are improving rapidly and are exciting to use, such systems are still noticeably inferior to traditional endoscopes.



registration will provide accuracies that make it possible to definitively visualize thin bony structures such as the
covering of the carotid artery. We hypothesize that such accuracies will enable new surgical approaches would be
otherwise impossible to safely pursue.

Our evaluation aims (Aims 3 and 4) are specifically designed to translate video-CT registration and video-based
surface revision into clinically relevant and practically usable tools that will support these clinical innovations.

2.C Approach

We have structured this project into four aims. The first two aims are focused on developing technical capabilities,
specifically registration (Aim 1) and reconstruction (Aim 2). Aim 3 describes data collection and evaluation
methodologies for video-CT registration. Aim 4 extends this evaluation to include the effectiveness of surface
reconstruction.

2.C.1 Aim 1: Develop video-CT registration algorithms that are accurate to CT resolution

Aim Objective: This aim will develop video to CT registration algorithms and surface reconstruction algorithms,
each of which operates in less then 10 seconds and provides registration accuracy of 0.5 mm or better. This time
budget, which is an upper bound that we expect to improve on, was chosen because it is comparable to the time
necessary to manipulate tracked tools in and out of the field when using current navigation systems, and far less
than the time that would be necessary for reconstruction on intraoperative CT systems. We have chosen this level
of accuracy as it is comparable to commonly available CT image resolution.
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Figure 4: Motion estimation and registration chain
implemented during prior R21 grant.

Preliminary Results: We have developed and evaluated a proto-
type method for video-CT registration with support from NIH R21
EB005201 [9–11, 13, 72, 73]. The system consists of the compo-
nents shown in Figure 4. Although not shown, the reconstruction
component is composed of two modules: robust motion estimation,
and point reconstruction. System processing proceeds as follows.
Image features are detected and matched in two temporally ad-
jacent images. These matching pairs are then used to estimate
the camera motion using a robust estimator we have developed
[10]. Once the camera motion is estimated, the 3D locations of the
matched features are reconstructed. The reconstructed 3D surface
points are then passed to the 3D-3D registration component.

The 3D-3D registration component is composed of two mod-
ules, a renderer, and a robust registration algorithm. First, the
tissue surface is segmented from the CT. An initial camera place-
ment is chosen. The renderer is used to compute the visible section of the surface. The visible surface and
reconstructed points are then registered with a modified Trimmed Iterative Closest Point algorithm [11, 90]. Once
an initial registration is established, it is tracked using 2D-3D (viewpoint-based) registration methods [91]. In [13],
we have shown results that indicate: 1) higher registration accuracy with video-CT methods than with traditional
methods (see Figure 5), and 2) sub-millimetric error in while computing an updated registration through multiple
video frames with a mean translation error of 0.84mm.

Task 1.1: Implement registration at speeds consistent with use in surgical workflow. In this task, we will
re-implement the existing software chain shown in Figure 4 to enhance with computational performance and
further improve the accuracy and reliability of core algorithmic components. Our development will make extensive
use of our CISST software development environment [92, 93]. Briefly, CISST provides support for efficient, rapid
software development by providing libraries that support multi-threaded numerical processing, standard coordinate
transformations, registration, calibration, and so forth. CISST also “wraps” existing software libraries such as
OpenCV [94] which support image processing. A staff software engineer will provide the support necessary to
implement and extend the existing processing chain. Our performance objective will be to perform the existing
processing chain in no more than 10 seconds with the same reliability and accuracy of the existing Matlab



implementation. A breakdown of timing2 is shown in Table 1. The following provides specific details on the
proposed implementation and how it differs from the current prototype.

Figure 5: A comparison of our registration method (left)
and traditional navigation using an Optotrak (right) at the
end of a video sequence. The arrow indicates an obvious
error in the latter.

Image Selection: The current implementation makes use
of a fixed time offset between pairs of images for which
feature matches are computed. However, the accuracy and
reliability of the initial registration solution depends on the
motion between the images, and the number of pairs used.
The minimum number of images necessary for initial re-
construction and registration is 2 (i.e. one pair); thus 3-5
well-chosen images can provide a suitably redundant solu-
tion. These 3-5 images must be chosen from that roughly
30-200 that will be captured during 1-3 seconds of video
identified for registration. We have recently developed a
method for automated choice of video frames to produce

well-constrained epipolar estimates [72]. This method will be further refined and implement to provide enhanced
frame selection for registration.
Feature Matching: Feature detection and matching is currently the slowest element of the prototype system,
largely due the poor scalability of the SVD-SIFT method that was used [100]. We will instead make use of the
SURF [101] image matching. We have already performed initial studies of SURF-based matching on existing sinus
images and have found it operates in 0.75 sec and provides matching performance comparable to the current
SVD-SIFT matcher. We will augment SURF matching with an internal motion consistency constraint. Suppose that,
for three images, we have the following location pairs for matches of the same feature in three images: (q1, q2),
(q2, q3) and (q1, q3). Let di,j = qi − qj . Then it should be the case that d1,2 + d2,3 = d1,3. If any match is in error,
this will not be true. Further, if matching is ambiguous, we can use this constraint to choose the best (in terms of
consistency) match.

Function Time
Video Acquisition 3 sec
Feature Matching 1 sec
Motion Estimation 2 sec
Initial Registration 2 sec

Registration Refinement 2 sec
Total 10 sec

Table 1: Proposed module times for reg-
istration system operation.

Motion Estimation: Camera motion is currently be estimated using our al-
ready well-validated ASKC method [73] followed by a standard continuous
optimization to compute camera pose. A non-optimized Java implemen-
tation of the latter has been tested and found to operate in approximately
5 sec. for 5 images; we expect a C++ implementation to perform at least
a factor of two better.

The current implementation establishes the initial registration on frame
pairs. It is well-known that multi-frame registration [102, 103] will produce
a higher quality estimate. We will adapt a multi-frame estimation procedure
that we have developed for airway reconstruction to this application to drive
registration error below the target 0.5 mm threshold. The structure of this system is depicted in Figure 6.
Registration: We will estimate the initial 3D-3D registration using our current method described in [11]. An
initial registration estimate will be provided by an tracking target attached to the endoscope (see Section 2.C.3).
Registration refinement will be performed as description in [13]. Matlab implementations of these modules take
roughly 30 seconds to execute, however performance improvements of 30-50x with C re-implementation and GPU
acceleration is common.
Potential Pitfalls and Alternatives: The primary risk in this task is that the overall implementation is unable to
perform in real time with the required reliability and accuracy. There are however several further computational
optimizations possible, for example using the recent FAST feature detection framework [104] (reported times as
low as 1.08 ms/frame), using GPU accelerated libraries [105], multi-scale methods, and careful exploitation of
system sparsity in the optimizations. Robustness can be enhanced using our recent results on meta-matching
methods [106] and robust registration [11]. Finally, we can also investigate the use of dense (i.e. pixel level)
multi-view reconstruction to provide additional data for registration (see Figure 8c).

Task 1.2: Registration Quality Assessment The focus of this task the creation of methods to perform online
analysis of the accuracy of the video-CT registration. The role of these methods is to ensure that information is not

2It is worth noting that there are now systems that report performance of several of the component elements of our architecture in real
time [95–99] on non-biomedical images.



provided to the clinician until an appropriate level of reliability is reached. We propose to develop and evaluate two
methods, one analytical and one statistical.
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Figure 6: Data flow of the proposed dense bundle adjustment
algorithm.

Analytical Quality Control: This method measures
projection error in the image, computes the corre-
sponding pose error numerically, and evaluates the
solution for statistical consistency.

Consider a CT fiducial with location pi ∈ <(3)
which appears in an endoscope image acquired at
time k (Figure 7). Let qki ∈ <(2) denote the image
location of pi in image k. Given an estimated video-CT
registration, M̂k, the an estimated projection q̂ki of pi
can be computed using

q̂ji = Π(M̂ j , pi) (2)

where Π represents the process of camera projection.
The projection error is thus eki = q̂ki − qki .

We assume the fixed parameters of the projection geometry (image distortion and camera internal parameters)
are fixed and known through calibration. If we consider the second order statistics of e, it follows that Λe = Λq̂ + Λq
where Λq̂ is the covariance of projected image locations and Λq models (measured) feature localization error. Note
that Λe is observed and Λq can be estimated offline empirically. Carrying through a first order linearization of (2)
and accounting for other noise sources (specifically CT and video location inaccuracies), we can relate Λq̂ to the
camera pose (contained in M ) as

Λq̂ ≈ JMΛM (JM )t + JpΛp(Jp)t (3)

where JM is the Jacobian matrix of (2) with respect to camera pose M , Jp is Jacobian of (2) with respect CT
image location p and Λp is the second order statistics for fiducial localization error in CT. This linearization can be
extended to n observed points, in which case JM is 2n by 6 and Jp is 2n by 3n. If there is a unique registration
solution, JM must be full rank and therefore invertible in the least squares sense. Let K = (J tMJM )−1(JM )t denote
this inverse. Recalling that Λe = Λq̂ + Λq, we can now solve for the unknown registration error statistic, ΛM , as

ΛM ≈ K
[
Λe − Λq − JpΛp(Jp)t

]
Kt (4)

The result is an estimate of the camera localization error as a function of registration error in 2D-3D correspon-
dences. Thus, given imputed matches in CT and video, we can calculate an estimate of registration error.

This analysis will be extended to account for the ambiguity of video-CT matches. For example, high curvature
points in the surface typically produce visible image features that are constraining in all three directions. Conversely,
smooth surfaces may produce visible features due to surface texture, but the local surface geometry only provides
one degree of surface constraint – i.e. constraint along the surface normal.
Statistical Quality Control: Equation (3) can be exploited in another way. Given a desired level of registration
quality, ΛM , it is possible to compute Λq̂ and thus to test if the value of Λe computed from match data is
consistent with the corresponding analytical value. A closely related approach is to note that there are many
more images available than are practically usable for one registration step. Thus, it is possible to compute several
independent registration solutions in parallel. We expect the variance of this “sampling” of M̂ to be comparable
to the corresponding analytically computed values; indeed it is quite likely that one or more of these solutions is
measurably superior based on any of the previously developed measures. We will explore both analytical and
sampling based approaches as a means of creating a method of internal quality control of registration solutions.
The evaluation of these solutions will also provide a means of evaluating the performance and accuracy of the
underlying registration chain.

Evaluation data will be recorded from both cadaver studies and from live surgeries (see Aim 3). For these
purposes, a small number of data sets will be selected as engineering data. In both cases, we will perform a careful
manual analysis to establish correspondence between video and CT data sets (Figure 7). Given the manually
observed location qki and the corresponding value pi for at least three locations, it is possible to compute a gold
standard estimate of the observing camera location M directly using well-established methods [91]. This estimate
can be directly compared to the result of the video-CT registration algorithm and an error computed. Note that this



error will still be subject to errors in manual location of the fiducial in both video and CT images, and thus must be
corrected for these factors using methods similar to those described in our evaluation methodology (Aim 3, below).

(a) (b)

Figure 7: A 23 Ga needle tip in optical (left) and CT
(right) images. These provide a fiducial that can be local-
ized with sub-millimeter precision in both video and CT
for gold standard registration.

Pitfalls and Alternatives: We already have experience with
both the analytical [72] and statistical [12] approaches to ac-
curacy evaluation. The primary risk in this work is thus not
the development of the methods, but the ability to evaluate of
their effectiveness. If the proposed manually developed goal-
standard is inadequate, we will also acquire cadaver data
using a micron precision robot available in our laboratory
(JHU steady-hand robot (SHR) [107–109]). The endoscope
will be tracked using a high-precision optical measurement
system of our own design [13]. The SHR is known to be at
least two orders of magnitude more precise than optical track-
ing. Thus the initial registration can be compared with the
optotrak system, and the relative motion of the endoscope
can be compared against the robotic baseline.

2.C.2 Aim 2: Develop methods for surface shape estimation from endoscopic images

Aim Objective: The goal of this aim is to develop tools that would allow the computation of an updated surface
model for areas that have been modified during surgery. The accuracy goal 0.5 mm. Normally, changes to the
anatomy could only be visualized using additional imaging (e.g. intraoperative CT) during the procedure. Typically,
such imaging is performed at the end of the case, to ensure the surgical goals are met, or at a point where the
accuracy of navigation is called into question. It is assumed that the area of interest (e.g. the face of the sphenoid
sinus) has been indicated in the pre-operative CT prior to the procedure. Using the registration methods of Aim 1,
it is thus possible to determine the corresponding area of any registered endoscope image using (2). This area will
then be reconstructed from multiple endoscopic images.
Preliminary Results: Our group has extensive background in reconstruction of anatomic surfaces from video
imagery in cardiac applications [80], urologic applications [110], and in retinal applications [111]. In unpublished
work, we have developed a dense surface reconstruction algorithm based on the camera motion estimated from
feature matches as described in Aim 1. Figure 8a and 8b, shows the results for a pair of images (resolution
640x480 pixels) taken from a porcine data set. Figure 3 shows a reconstruction of a pediatric airway using an
extension of these methods to multiple views. Analytical estimates of reconstruction error using established
methods [74] suggest that such reconstructions would have an accuracy of approximately 0.3 mm RMS at a
distance of 2 cm with a 1 mm lateral motion of the endoscope. Empirical evaluation of our airway reconstruction
data against a CT image shows an observed error of 0.22 mm - 0.3 mm, in good agreement with this estimate.
Methods: The problem of interest here is relatively unique in the computer vision literature because we can assume
that 1) we always know a prior surface for the viewed image (either from the CT or from a prior reconstruction) and
2) the modification of the current surface is a process of tissue removal from the prior surface. Thus, we pose this
problem as one of locally deforming the prior surface to the current surface and will adapt the methods used to
reconstruct the airway in Figure 3 to this problem.

Given a set of 3D points (p1 . . . pk) in a reference frame M0, the surface viewed from M0 can be represented
using a thin plate spline function using their image coordinates (q1 . . . qk) as control points. We adopt the thin-plate
spline parameterization described in [87, 112], which maps image points to distance in the camera Z direction
along their associated ray. Given control points (q1 . . . qk), the mapping function TPS(·;W ) is defined by parameter
vector [W = (w1, . . . wk, r1, r2, r3)T , where the Z value of an image point q is given by

TPS(q;W ) = r1 + r2x+ r3y +
k∑
i=0

wiU (‖qi − q‖) where U(x) = x2log(x). (5)

We now take M0 as a fixed reference frame for reconstruction. Given initial estimates of the camera matrices
M = {M1,M2, ...Mn} and W from the methods of Aim 1, we simultaneously correct both using an image-based,
dense brightness model. For a 3D point p, the brightness of its projection in the ith image is given by Ii(Π(M i, p)).
If we assume brightness constancy at the surface (not true in practice; we revisit this below), the image of an



arbitrary point p should have the same intensity when projected into any image. By selecting a uniform mesh of
surface points P = {p1, p2, . . . , pN} with corresponding projections Q = {q1, q2, . . . qN} in M0, we can define a
photometric error term Dk, k = 1, 2, . . . n as

Dj
i = Φ(I0(qi)− Ij(Π(M j , qiTPS(W, qi)))), qi ∈ Q (6)

where Φ is an error measure. Summing D over all values of j and i yields an objective function to optimize.
We further assume that feature matches computed in Aim 1, having come from fiducial markers or robust

matching, are accurate. The mapping function TPS(·;W ) and camera matrices inM should preserve the location
of feature matches across images as well. These terms can be written as equality constraints when minimizing
(6). These two conditions can be combined leading to a Karush–Kuhn–Tucker matrix [113]. The final system can
then be solved to improve both the camera positionsM and the spline model W for the surface while preserving
feature matches.

(a)

(b) (c)

Figure 8: 8a is a sinus image from a porcine
data sets, and 8b is corresponding dense stereo
disparity map. 8c is the reconstructed sinus
cavity for 8b subsampled by a factor of 100.

There are two refinements additional to be considered. First,
(6) assumed image constancy at the surface, which in the context
of endoscopy and other in-vivo procedures is not true. In general,
reflectance modeling is a very difficult problem to solve, but, In the
case of an endoscope, the light source is co-located with the camera.
As a result, estimates of the camera positions contained inM provide
both lighting and viewing direction. A viewing ray through pi makes a
corresponding angle θi with the surface normal of the spline model at
pi. We then replace (6) with an approximation of the Phong reflection
model:

α(cos(θi) + exp(cos(θi)β)− 1) (7)

Here, α models the overall albedo of the point the β term accounts
for the additional fall-off of specular reflection as cos(θi) decreases.

Second, the reconstruction is in the frame of an arbitrarily selected
camera image. In order to be used for surface revision, this camera
location much be known with high accuracy relative to the initial CT
image – i.e. it must be accurately registered. This implies that either:
1) the image shares feature points with undisturbed anatomy in other
images, in which case the video-CT registration can be extended
to this frame; or, 2) navigation data is used to “bridge” one or more

recent, nearby registration solutions to this point. Our focus will be to use method 1, but we will fall back to method
2 when shared feature points are not available.

To evaluate the performance of the system during the engineering phase, we will use sequestered cadaver and
live surgery data acquired as described in Aim 3. We will make use of paired CT data sets taken before and after
alteration of the anatomy together with corresponding video data. Areas of modification will be identified by first
registering (using fiducials) the pairs of CT images, then performing change detection at the air/tissue boundary.
We will perform video registration and surface modeling video data acquired before and after alteration. Using
a gold-standard fiducial-based registration (see Aim 1), it will be possible to automatically compare the revision
surface to the true CT surface and to thus tabulate errors. Our goal is to achieve agreement with CT to 0.5 mm
RMS.
Potential Pitfalls and Alternatives: Potential pitfalls include: 1) difficulties in developing convergent and stable
optimization methods; 2) difficulties in developing measures of image similarity that are insensitive to lighting
variation; and 3) inadequate registration accuracy producing poor epipolar geometry. With regard to 1, in our
prior work [80], we have shown that spline-based (parametric) representations can be optimized using continuous,
direct methods and are able to tolerate significant levels of lighting change. If these methods prove unstable,
we will instead turn to energy-based discrete global optimization methods as an alternative [114, 115]. We will
also explore robust variants of the optimization procedure as described. With regard to 2, there are several
well-known techniques that have been shown to be extremely tolerant to lighting variation, including standard
image normalizations [74], mutual information [116], and explicit light-field modeling [117]. With regard to 3, we do
not expect this to be an issue given the accuracy requirements we have already demonstrated in our prior results.



2.C.3 Aim 3: Perform comparative evaluation of video-CT-based navigation on patient data

Figure 9: Left, a high-precision optically tracked
endoscope developed for cadaver data collection
and algorithm validation. Right, a more recent EM
tracked scope for use in airway data collection.

Aim Rationale: The principle question addressed by this aim is
whether video-CT registration can improve registration results to a
clinically significant level, which we have chosen as 0.5 mm. This
question will be answered through statistical analysis of measure-
ments derived from patient data acquired during FESS procedures.
This protocol will be prototyped in cadaveric subjects. Only when
expected accuracy improvements and adequate levels of reliability
are observed under laboratory conditions will testing with human
subjects proceed.

Prior Results In prior work under R21EB008490 and
R21EB005201, the PI has developed a data collection system that allows synchronized capture of endoscopic
video and motion tracking data. These data collection systems have included the development of endoscopes
tracked using both electromagnetic (EM) and optical tracking technologies as shown in Figure 9. In other projects,
engineering and cadaver phantom data as well as intraoperative data has been recorded with the system.

A novel cadaveric model for navigation and visualization validation (further described below) has also been
developed (Figure 10). The cadaver model is created by purchasing specimens with enhanced vasculature
supplied by the Maryland Board. A craniotomy is performed and critical structures such as the optic nerve, carotid
artery, and the sella turcia are outlined with 27 gauge needles as shown in Figure 10. After implanting the needles
into the bone or tissue, Great Stuff (Dow Chemical Company, Midland, Michigan, USA) was used to secure and
support the needles. The needles form a “gold standard” baseline against which the measurements that will be
taken in-vivo can be assessed.

The results of a pilot system evaluation experiment on this model are reported in in a journal article currently
under review [14]. The key result has been to demonstrate that target registration error (TRE, defined formally
below) using video-CT methods is measurably improved over traditional methods (p-value less than 0.001) in a
pilot study. An example of TRE improvement from one experiment is shown in Figure 2.

Figure 10: The cadaver model de-
veloped for cadaver data collection
showing the placement of fine nee-
dles in and about the sinus cavities.

Methods Testing and validation of the algorithms described in Aim 1 will be
performed on cadaver models using an expansion of the protocol established
in [13, 14]. We will make use of an optically tracked endoscope similar to that
shown in Figure 9, but modified to improve ergonomics. In particular, the modified
endoscope will allow the camera to rotate freely about the endoscope optical
axis. The rotation between the camera and the endoscope will be monitored
automatically using the optical marker visible in the endoscope image. This
design will be consistent with the tracked endoscope used in a typical clinical
workflow with the Brainlab navigation system. It will be continually evaluated
and modified as necessary during the initial phase of cadaver data acquisition.
Prior to use, the endoscope will be calibrated using established methods [13].
This include an optical calibration of the endoscope itself as well as a geometric
calibration relating the optical center of the endoscope to the tracker coordinate
system. Data collection will only proceed when we have a calibration that is accurate to within 1/2 pixel in image
space and 0.5 mm in 3D space. Note that the latter is not an element in the registration chain we are testing, but
provides a secondary means of accuracy evaluation as further described below.

Cadaveric data will be collected in a manner that simulates as closely as possible the live patient data collection.
The heads will be prepared as described in [14] with needle tips just below the mucosal surface and imaged with
a voxel size of at least 0.5x0.5x0.5mm. Registration will be performed using a commercial navigation system
(Medtronic StealthStation) available in our laboratory. The endoscope will be run through the nasal cavity and a
video-CT registration will be performed. An experienced surgeon will then perform a total spheno-ethoidectomy on
the head exposing the ethmoid cavity and sphenoid sinus. The surgeon will then use the navigation system to
navigate to each of the needle tips using the CT image based on each registration solution, and the navigation



system and visual location of the needle tip will be recorded. Each target will be localized at least six times. This
will comprise Cadaver Data Set 1 (CD1).

Following this the endoscope will be again be run through the sinuses, with particular attention paid to the
sphenoid sinus. The needles will then be advanced to be visible to the endoscope. Also, in anticipation of studies
based on operative data in Aim 4, CT-visible markers (1mm gold beads) will be placed as well using a temporary
adhesive. The needle tips and the fiducials will be touched at least six times using a pointer under endoscopic
feedback and the navigation system position will be recorded. This will comprise data set CD2. Finally, the head
will undergo a second CT image, and the process of running the endoscope and touching the needle tips will be
repeated six times. This will comprise data set CD3.

Using the acquired data, we will create test sequences from the ethmoid air cells and the sphenoid sinus.
Particular attention will be paid to clearly defined anatomic structures such as the middle and lateral optocarotid
recess, optic nerve, vidian canal sella turcia, anterior ethmoid artery, and the carotid artery. We will seek a
minimum of 3 independent image sets from CD1, CD2 and CD3. For each of these data sets, we will perform
video-CT registration on these sequences. These registrations and reconstructions will then be subjected to
analysis.

Surgical Recordings will be acquired from endoscopic endonasal procedures to characterize algorithm perfor-
mance on in-vivo data. Data acquisition will be performed using a BrainLab Brainsuite iCTTMintraoperative CT
system available at Johns Hopkins Bayview. Our CISST software is compatible with the Brainlab IGTLink interface
which will allow us to record tracked tool positions during the surgery. Our video recording software will be adapted
to ensure correct time-stamping of recorded data from the Brainlab system and tested on an engineering phantom
prior to use. We propose to acquire data from a population of approximately 10 patients per year for up to four
years (total 40) from a population undergoing endoscopic sinus surgery at Johns Hopkins Bayview (see Human
Subjects section). CT images and navigation data will be captured from a Brainlab Brainsuite iCT TMsystem during
the course of the procedure with minimal disruption to the normal workflow. Corresponding endoscopic video data
will also be captured. All patient data will be anonymized so that no patient identification remains in the processed
data set.

The data acquisition protocol will mirror that described above. Prior to the procedure, the patient will be CT
imaged and registered. Using a navigated endoscope, the sinuses will be explored endoscopically, producing an
initial video data set. The surgeon will also use a pointer tool to repeatedly touch a small set of well-identified
anatomic landmarks, and temporarily implanted 1 mm gold beads while video and navigation data is being recorded.
Together, this will comprise Live Data (LD) set #1. These landmarks form the surrogate for the needles used in the
prior experiment. The FESS will proceed normally until the sphenoid sinus is reached. At this point, the same
process of endoscopic exploration and navigation will be performed with care to include the modified anatomy.
In particular, several points in areas of reconstructed anatomy will be touched with a navigated probe. This is
data set LD2. The patient will undergo a second CT image, and a data set consisting of endoscopic video and
navigation data matching LD2 will be acquired, forming data set LD3. This second CT scan is part of the standard
patient workflow and is performed near the end of surgery to ensure surgical goals were obtained.

Post-procedure, the visual and CT coordinates of the landmark points will be manually annotated. Visual
reconstruction will be performed on independent subsets of the video data.

Metric Description
TRE1 Metric for evaluating accuracy of

traditional pointer-based methods
TRE2 Metric for evaluating video-based

registration methods
NGE Same as TRE2, with the target is

not visible in the endoscope im-
age forcing reliance on navigation

Table 2: A summary of the metrics used in our
experimental evaluation and their intended use.

Analysis: Will compare traditional navigation and video-CT-based
navigation using three error metrics. The first is TRE1 as described
by Fitzpatrick and West [118]:

TRE1 =
∥∥pCT − (CTTNavigation)ppointer∥∥ (8)

where pCT is the target segmented from the CT, CTTNavigation is the
transformation from the tracking system to the CT as computed with
the fiducial points and ppointer is the current pointer location. The
second is TRE2 as described in Mirota et al. [14]

TRE2 =
∥∥∥∥pCT − (t + r

(
r · (pCT − t)

r · r

))∥∥∥∥ where r = RK−1qimage−t,

(9)



where R and t represent the camera position and K is the camera internal parameters (together comprising M
above). The vector qimage is the point segmented in the video image. Equation 9 effectively creates a virtual
pointer along the ray from the endoscope with end point equal to the closest point to the target along the ray.

The third metric is NGE which is the relative distance between a target segmented in the CT data and the
location the navigation system reported as the location of the target. Mathematically, NGE is the same as equation
9, but NGE is distinct from TRE in that it applies when the needle tips are not visible in the endoscope and so
only the surgeon’s hand-eye coordination and the navigation system define the location of the target. Table 2
summarizes the error metrics and their relevance to navigation accuracy. With these measures established the
primary questions we will investigate are

1) Is TRE2 for video-CT registration improved over traditional navigation in cadaveric data using fine needles
as markers?

2) Is TRE2 for video-CT registration improved over traditional navigation in cadaveric data using implanted
beads as markers?

3) Is TRE2 for video-CT registration improved over traditional navigation in patient data using temporarily
implanted fine beads as markers?

Q1 represents a comparison of TRE2 using our gold standard under laboratory conditions. Q2 is designed
to simulate the human trial and determine the relationship of the bead data to the gold standard measurements.
Q3 is then applies what we have learned to the human data and represents the central finding of this aim. The
interpretation of its significance will be based on the findings in Q1 and Q2. As part of these tests, we will also
calculate and report RMS registration error for each method.

To address Q1, we will repeat the analysis described in [14]. We assume that the three orthogonal components
of both TRE1 and TRE2 are independent, normally disturbed variables with zero mean. φ = ‖TRE2‖2 is therefore
a measure of total variance, so we test the null hypothesis that the expected mean φ values are equal to elucidate
the relative performance of our navigation systems. Since φ represents the sum of three chi-squared variables, we
use the zero-skewness log transform to normality to account for this. We will employ a mixed linear model for data
analysis and will account for three major sources of variation: i) a subject term which accounts for experimental
variability caused by differences between subjects; ii) a pin/marker term which accounts for experimental variability
due to differences between pins; this accounts for differences between target registration error between pins
due to the relationship between target registration error and fiducial registration error and variability between the
surgeons’ ability to touch pins in the nose due to anatomic constraints of the cadaver specimens; and iii) residual
error. Residual error will be a function of the scatter in data caused by the collection method, i.e., test subjects
touching pins with a pointer, in addition to the traditional sources of error attributed to regression analysis. The pin
term is nested within the heads term. To this random effects model we will add fixed covariates to elucidate the
effects of navigation methods on target registration error.

To compare the navigation systems, we calculate the marginal means treating the factor variables as balanced
and then perform post hoc Wald tests corrected for multiple comparisons using Bonferroni’s method. The post hoc
tests perform hypothesis tests on the differences in transformed squared errors between methods. We will also
compare φ to ‖NGE‖2 using a two-factor analysis of variance (ANOVA) for this comparison. The squared errors
serve as the dependent variables. Two factors (navigation method and error type) will be used as independent
variables. The two factors will be allowed to interact. We assume a global alpha of 0.05. Monte Carlo sample size
calculations using the assumptions of video accuracy of 0.5 mm (SD 0.5mm); surgical navigation accuracy 2.0 mm
(SD 2.0); scatter in subjects term of 6.76 mm2 and the ability to localize 5 markers per head shows a power of
0.79 with 15 subjects, 0.92 with 20 subjects and 0.97 with 25 subjects. These values were based on previous
cadaver work. We have conservatively prepared to test 25 subjects, but are prepared to increase this number to
40 if scatter in live subjects is greater than anticipated.

In addition to our study on video based registration we will use our data to perform several related assessments.
We will study the accuracy to which we can compute relative motion of the endoscope to determine the need for a
tracked endoscope and further define the accuracy of commercial navigation systems based on intraoperative CT
using the methods described by Strau et. al [5]. We will also investigate workflow by computing how much time is
spent during surgery performing imaging and navigation, and how that compares with our expect time for video-CT
registration and video-CT reconstruction.
Pitfalls and Alternatives: We have phrased the testing procedure using direct measurables (visual and CT
targets). However, this does not provide a direct measure of registration or motion accuracy. An alternative is to



compute a relative measure of motion accuracy. If manually acquired endoscope motion data is inadequate for
evaluation purposes, we will also acquire cadaver data using a micron precision robot available in our laboratory
(JHU steady-hand robot (SHR) [107–109]) or the endoscope will be tracked using a high-precision optical
measurement system of our own design [13]. Another alternative is to perform several statistically independent
registration solutions to the same video frame, and to analyze the variability of the solution, similar to the methods
described in Aim 1, Task 2.

2.C.4 Aim 4: Assess the accuracy and reliability of intraoperative surface estimation on patient data

Rationale: The endpoint of this aim will be to establish the performance of QE-based reconstruction relative to
the current clinical standard: intraoperative CT imaging. CT imaging requires exposure to radiation and has a
voxel accuracy of no more than 0.5mm typically. The methods of this aim will determine if video reconstruction
techniques produce surface models that agree with CT to 0.5mm across the three live patient data sets (L1, L2,
and L3) collected in Aim 3.

Methods: Each of the intraoperative videos from set L1, L2, and L3 will be sampled into a set of short (1-4
second) segments of video data. Each segment will be considered an independent sample which should agree with
a corresponding CT surface model. The CT surface, Sct will be computed by applying a threshold at the air/tissue
boundary (approx. 500 Hounsfield Units) followed by post-processing using the marching cubes algorithm [119] to
create a polygon isosurface. Within Sct, a uniform sampling grid of sample points will be established.

Reconstruction will be performed on an endoscopic video segment producing Sve. Using the registration
solutions provided by Aim 3, Svewill be mapped to CT coordinates, at each sample point, p, the distance from p to
Sve be measured and the RMS value over all sample points, e, will be computed. For the purposes of comparison,
an RMS CT error will be computed by acquiring multiple scans of the cadaver phantoms, and performing the same
error calculations between CT surfaces for all n(n− 1) independent scan pairs.

Surface reconstruction accuracy will be evaluated relative to three registration solutions: that provided by the
navigation system (R1) yielding error e1, that provided by video-CT registration (R2) yielding error e2, and a local
registration solution (R3) computed directly between Sve and Sct using the 3D-3D registration algorithm of Aim1
yielding error e3. We would expect that e1 > e2 > e3. Our goal is to see e3 ≤ 0.5 mm and e2 ≤ 1.0 mm (i.e. the
composition of 0.5 mm registration error and 0.5 mm RMS reconstruction error). Additional questions include: 1) is
performance consistent on unaltered (L1) and altered (L2, L3) anatomy? 2) Is e2 (resp. e3) the same between L2
and L3? 3) How does e2 vary with distance from a registered frame?
Pitfalls and Alternatives: The primary risk in this aim is that we are unable to compute a clear result due to the
dependence of the surface reconstruction on the structure of the images. If we observe high variability, we will
make use of the proposed quality control (Aim 1, Task 2), to first select frames that produce reliable registration
results prior to testing surface reconstruction. We may also choose to vary the length of the sequences processed,
and the distance of the chosen reconstruction from the last good registration solution.

2.C.5 Work Plan
Task Y1 Y2 Y3 Y4 Y5
Aim 1 + + -
Aim 2 - + + -
Aim 3 - - + + -
Aim 4 - - + +

Table 3: Research and development time line
for the five years of this project. A “+” indicates
intensive work; a “-” indicates incremental de-
velopment.

The work proposed herein follows a natural line of research and de-
velopment as shown in Table 3. Our project staff will include the PI,
Prof. Russell Taylor (CS), Prof. Jeff Siewerdsen (BME), Dr. Masaru
Ishii, (Otolaryngology), Dr. Gary Gallia (Neurosurgery), two graduate
students, a postdoctoral scholar, and staff engineers. PI Hager will
manage the overall project. In addition, he will contribute specifically
to the research of Aims 1 and 2 and collaborate with Siewerdsen to
design the testing in Aims 3 and 4. The graduate students and post-
doctoral scholar will be responsible for addressing the significant research questions of the proposal. Engineering
staff will participate in the development of the software infrastructure for the system (Aims 1 and 2) and the data
collection hardware and software for (Aims 3 and 4). Taylor will specifically contribute to the development of
the registration and navigation system components (Aim 1). Drs. Ishii and Gallia will be responsible preparing
the cadaver specimens and acquiring data. Dr. Ishii will manage the patient data collection and evaluation in
conjunction with the postdoc (Aims 3 and 4).
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5  Human Subjects 
 
The proposed project involves two classses of human subjects: patients who will undergo surgery and 
physicians who are performing the surgery. Here, we provide protocols for both patients (Protocol A) and 
surgeons (Protocol B). 

5.A Protection of Human Subjects (Protocol A) 

5.A.1  Risks to the Subjects  

Proposed Involvement of Human Subjects: 
Patients with chronic sinusitis and pituitary tumors receiving a total ethmoidectomy and sphenoidotomy with 
intraoperative imaging and navigation will be recruited for this study.  All patients will have their standard 
workup and surgery.  During the surgery we will record the video and navigation data streams.  These data 
streams will be used for retrospective analysis.  The video data stream is already being recorded for archival 
purposes.  The modifications to the standard surgical protocol will be the use of a tracked endoscope, the 
placement of biocompatible radiolucent endonasal markers, and the formal identification of these markers with 
an image-guided probe.  We anticipate that this will be a minor perturbation of the surgical workflow due to the 
heavy reliance of surgical navigation during these surgeries with the use of multiple tracked tools, and our 
previous experience with similar experiments in cadaver models.  The preoperative and intraoperative images 
will be retained for further analysis.  We expect that that this study will have minimal risk associated with it, 
since the workup and treatment of these patients will not be changed in any significant way.   

Subject Population: 
Patients with medical refractory chronic sinusitis requiring a total spheno-ethmoidectomy (endoscopy sinus 
surgery) to treat their sinus disease and pituitary patients requiring the same approach to remove their tumor 
will be recruited for this study.  Inclusion criteria include that patients are sufficiently healthy so that the 
experimental overhead will not be a safety issue and that intraoperative imaging and navigation are 
appropriate from a clinic standpoint.  We anticipate enrolling 15 to 20 patients per year for two to three years.  
Adults ranging in age from 21 to 99 years of age will be enrolled in this study.  Patients who are deemed poor 
candidates for surgery for health or technical reasons will be excluded from the study.  This exclusion will be at 
the discretion of the operating surgeons.   

Exclusion Criteria 
Subjects who are deemed unfit for safe surgery, for medical reasons, i.e., emergent surgery in an unstable 
patient, by the attending surgeons will be excluded for enrollment in this study.  Patients whose surgery does 
not require intraoperative imaging and surgical navigation will be excluded from the study.   

Rational for using Special Classes of Subjects 
No special classes of subjects will be recruited for this study. 

 Collaborating Sites 
 None. 
 
5.A.2  Sources of Materials  

Research Material Obtained 
Video recordings of the subject’s surgery and computed tomographic imaging of the patient’s maxillo-facial 
complex will be obtained and stored in a computer for further analysis. Endoscopic motion data taken during 
the surgery and will also be recorded and stored, as will the surgical navigation data.  In addition standard 
navigation and surgical proficiency metrics will be recorded. 



Recorded Human Subjects Data 
Minimal demographic data, such as age, height, weight, and sex of the patient will be obtained. The medical 
diagnosis of the subject, and the findings of surgery will be recorded.  We will also record any complications 
noted during surgery. 

Data Linkage & Data Access 
All data will be stored in a de-identified fashion on a secure server. Only members of the study group will have 
access to the collected data. Only the principle investigator and co-investigators will have access to the 
recruitment logs that will identify which patients were enrolled in the study.  

Data Collection 
Demographic data will be obtained by the examining physician after being enrolled into the study. Recordings 
from the endoscope will be stored in a digital format using video capture device and computer. Computed 
tomographic and magnetic resonance images will be pushed from the clinical system at Johns Hopkins 
Medicine to a secure server maintained within the Center for Computer-Integrated Surgical Systems and 
Technology of Johns Hopkins University. This server automatically de-identifies the image data and will 
maintain the data until recalled for data analysis.  
 
5.A.3 Potential Risks  

Physical and Psychological 
We believe that this study will have minimal risk associated with it, since the workup up and treatment plan of 
the patient will not be changed in any fashion.  Furthermore, the workflow during surgery will be perturbed only 
minimally- that is, the placement and identification of biocompatible markers, the identification of key surgical 
landmark and defining the surgical envelope will be done formally, so that the motion data capture during this 
events can be correlated.  It is important to note that key portions of the endoscopic surgery are routinely 
recorded for medical documentation.  We will access this video stream for our study.  We will capture 
endoscopic coordinates using a tracked endoscope using the intra-operative navigation device, which is 
clinical designed for this purpose.  We anticipate that minimal psychological risk will be associated with this 
study, since the patient work and patient flow during the procedures studied will not be altered in a perceptible 
fashion from a subject’s standpoint.  No additional intraoperative imaging will be performed for this study, i.e., it 
will rely on the planned presurgery/registration scan and the near completion confirmation of surgical goals 
scan.  We have considerable experience using tracked endoscopes in clinical studies. 

Legal 

The subject’s name and medical record number will be recorded and stored in the recruitment log maintained 
by the principle investigator. This list will be stored in a secure fashion. There is a potential that this list could 
be compromised.  

 Alternative Treatments  
The proposed investigation is a research study not a diagnosis or treatment study; therefore there are no 
alternative treatments.  
 
5.A.4  Adequacy of Protection Against Risks 

Recruitment and Informed Consent 
Patients requiring endoscopic sinus surgery performed using intraoperative imaging and computer-assisted 
navigation presenting to the Johns Hopkins Department of Otolaryngology- Head and Neck Surgery will be 
recruited for this study.  Informed consent will be obtained by the attending physicians during a study 
consultation, during which the study and its risks and benefits will be discussed in detail. Literature regarding 
the study will also be made available to the patients and their families. After informed consent is obtained the 
patient’s history will be reviewed with the patient and their referring physician to ensure they meet the eligibility 
requirements. Patients will be made aware of this study through advertisement within the Department. An IRB 
approved consent form will also be reviewed with the subject and the subject’s family if indicated prior to 



obtaining consent.  Consent will be obtained in a fashion compliant with the Johns Hopkins Institutional Review 
Board. Consent will be obtained for all subjects participating in the study. A signed consent form will be saved 
and serve as documentation that consent was obtained. 

Protection Against Risk 
All data will be stored in a de-identified fashion on a secure server to minimize the risk of breaches of 
confidentiality. We anticipate that storage of de-identified data coupled with a secure server will be highly 
effective at protecting the confidentiality of the study participants. A recruitment list and consent forms will be 
kept by the principle investigator in a double locked fashion to minimize access to these documents. Only the 
principle investigator and co-investigators will have access to this data. A number of precautions will be taken 
to ensure a subject’s safety during enrollment in this study. All surgeries will be performed by a board certified 
Otolaryngologist- Head and Neck Surgeons skilled in endoscopic and skull base surgery. In the advent of an 
unexpected medical event the situation will be evaluated by the Attending surgeon and appropriate medical 
and/or surgical care instituted. Adverse events will be reported to the IRB as dictated by the IRB bylaws.  
 
5.A.5  Potential Benefits of the Proposed Research to the Subjects and Others  
 
This study will yield minimal benefit to the subject participating in the study, but may lead to a quantitative 
endoscopic method useful for endoscopic sinus surgery and endoscopic skull base surgery.  If this technique is 
successful it may lead to a computer assisted surgery system with sufficient accuracy to permit a change in the 
approach methodology based on identification of surgical landmarks to a direct approach to the target of 
interest.  This has the potential of reducing the number of structures exposed during surgery, which would 
reduce surgical morbidity, and more importantly significantly reducing the approach time.  Since no changes 
will be made to the standard work-up and treatment of these patients and surgical workflow will be altered only 
minimally, we expect this study to have extremely low risk associated with it. Since this study has great 
potential to benefit future patients we anticipate the risk to benefit ratio to be acceptable.  

 
5.A.6  Importance of the Knowledge to be Gained 
 
Chronic sinusitis affects 146 patients per 1,000 Americans and results in 18 to 22 million office visits per year 
with direct treatment costs of $3.4 to 5 billion annually.  Approximately 200,000 endoscopic sinus surgeries are 
performed per year with an increasing number of surgeries performed and relying on surgical navigation.  This 
is due to increasing complexity of endonasal procedures and the proximity of the paranasal sinuses to critical 
structures such as the brain, eye, and carotid artery.  Small errors in surgery can have catastrophic 
consequences.  Because of the scale of this surgery and the consequences of mistakes considerable effort 
has been placed on improving current computer assisted surgical techniques, with the latest improvement 
being intraoperative imaging as an adjuvant to standard intraoperative navigation.  Intraoperative navigation is 
expensive from a resource standpoint and therefore has limit chance of diffusing throughout the specialty 
especially in the climate of limited health care dollars.  The goal of this research is to supplement standard 
navigation using quantitative endoscopy techniques to improve the navigation accuracy and add the ability of 
update the surgical model so that intraoperative imaging will not be required.   The results of this research has 
the potential to greatly impact the delivery of health care by delivering the similar capabilities of intraoperative 
imaging at a fraction of the cost making these technologies available to a wide audience. 

 
  



5.B  Protection of Human Subjects (Protocol B) 
 
5.B.1  Risks to the Subjects 

Proposed Involvement of Human Subjects: 
Otolaryngology- Head and Neck Surgery and Neurosurgery residents and attending physicians participating in 
endoscopic skull bases cadaver dissections will be recruited for this study.  These physician’s performance will 
be graded using classical computer assisted surgical navigation methods and those developed in this grant.  
Comparison of metrics of key tasks will allow us to assess subcomponents of our system. 

Subject Population: 
Attending physicians in the Department of Otolaryngology- Head and Neck Surgery and Neurosurgery at 
Johns Hopkins Hospital will be enrolled in this study.  We anticipate being able to enrolling 4 faculty members 
in this study.  Age range will be from the 20’s to 40’s.   

Exclusion Criteria 
None.   

Rational for using Special Classes of Subjects 
Attending physicians specializing in endoscopic surgical methods are used for this surgery to ensure that the 
subject population has a basic understanding of the surgical approaches and techniques.  

Collaborating Sites 
 None. 
 
5.B.2 Sources of Materials 

Research Material Obtained 
Video recordings of the subject’s cadaver dissection as well performance metrics such as time to complete 
tasks and subjective skill set analysis by trained observers will be used to asses the subject’s surgical 
performance. 

Recorded Human Subjects Data 
Minimal demographic data such as years of training, exposure to endoscopic skull base surgery, etc., will be 
recorded. 

Data Linkage & Data Access 
All data will be stored in a de-identified fashion on a secure server. Only members of the study group will have 
access to the collected data. Only the principle investigator and co-investigators will have access to the 
recruitment logs that will identify which subjects were enrolled in the study.  

Data Collection 
The investigators will obtain demographic data at the time informed consent is obtained.  Data collection will 
occur during regularly scheduled cadaver dissections used for educational purposes.  Metrics of surgical 
competence, i.e., time to perform a task and subjective measures of competence will be obtained during the 
cadaver dissection.  This will be performed in a blocked fashion to permit comparison of standard navigation 
methods with those developed in this grant. 
 
5.B.3 Potential Risks 

Physical and Psychological 
We believe that this study will have minimal risk associated with it.  This data will be collected in a passive 
fashion during routine cadaver dissections currently being performed to teach and assess endoscopic surgery.   



Legal 
The subject’s name will be recorded and stored in the recruitment log maintained by the principle investigator. 
This list will be stored in a secure fashion. There is a potential that this list could be compromised.  

Alternative Treatments  
This is not applicable. 
 
5.B.4. Adequacy of Protection Against Risks 

 Recruitment and Informed Consent 
Attending physicians at Johns Hopkins Medical Institute participating in endoscopic cadaver dissections will be 
recruited for this study.  Informed consent will be obtained by on of the investigators of this grant.  Consent will 
be obtained in a fashion compliant with the Johns Hopkins Institutional Review Board. Consent will be obtained 
for all subjects participating in the study. A signed consent form will be saved and serve as documentation that 
consent was obtained.  An IRB approved consent form will be reviewed with the subjects prior to obtaining 
consent. 

 Protection Against Risk 
 All data will be stored in a de-identified fashion on a secure server to minimize the risk of breaches of 
confidentiality. We anticipate that storage of de-identified data coupled with a secure server will be highly 
effective at protecting the confidentiality of the study participants. A recruitment list and consent forms will be 
kept by the principle investigator in a double locked fashion to minimize access to these documents. Only the 
principle investigator and co-investigators will have access to this data. A number of precautions will be taken 
to ensure a subject’s safety during enrollment in this study. All dissections will be performed using universal 
precautions under the supervision of surgeons specializing in endoscopic surgery.  All tasks being evaluation 
will be taught to participating subjects prior to evaluation. Adverse events will be reported to the IRB as 
dictated by the IRB bylaws.  

Potential Benefits of the Proposed Research to the Subjects and Others 
This study will yield minimal benefit to the subject participating in the study, but may lead to a quantitative 

endoscopic method useful for endoscopic skull base surgery.  If this technique is successful it may lead to a 
computer assisted surgery system with sufficient accuracy to permit a change in the approach methodology 
based on identification of surgical landmarks to a direct approach to the target of interest.  This has the 
potential of reducing the number of structures exposed during surgery, which would reduce surgical morbidity, 
and more importantly significantly reducing the approach time.  Since no changes will be made to the standard 
work-up and treatment of these patients and surgical workflow will be altered only minimally, we expect this 
study to have extremely low risk associated with it. Since this study has great potential to benefit future 
patients we anticipate the risk to benefit ratio to be acceptable.  
 
5.B.5 Importance of the Knowledge to be Gained  
See 5.A.5 above. 



6  Inclusion of Women and Minorities 
 
6.A Inclusion of Women and Minorities (Protocol A) 
 
Targeted/planned subject group with respect to gender and ethnic groups  
Subjects will be recruited from airway patients presenting to the Johns Hopkins Department of Otolaryngology- 
Head and Neck surgery. Since there is no racial or sexual predilection for this disease type we expect that our 
subject population will be reflective of community that we serve. Current census estimates that 64% of our 
patients will be White, 23.9% Black or African American, 0.3% American Indian or Alaska Native, 4.8% Asian, 
0.1% Native Hawaiian or other Pacific Islander, and 5.7% Hispanic. We expect 51.6% of our patients to be 
female, and 48.4% to be male. These statistics were used to generate our Targeted/Planned enrollment Table 
in the following section.  
 
Selection Criteria with respect to gender and ethnic group 
There is no gender or ethnic preference for skull base pathology; therefore there will be no selection criteria for 
enrollment into this study based on gender or ethnicity. We expect racial and gender distribution of our 
subjects to reflect the distribution of patients presenting to the Johns Hopkins Hospital, which in general 
reflects the regional population distributions as a whole. 
 
Criteria for excluding subjects based on gender or ethnic group  
No subjects will be excluded from this study based on gender or ethnicity. Outreach programs for recruiting 
subjects based on gender or ethnic group will not be performed.  The targeted and planned study cohort will be 
recruited by advertised to the patients presenting to the Departments of Otolaryngology- Head and Neck 
Surgery at Johns Hopkins Hospital. This population closely resembles the ethnic and gender diversity of the 
Baltimore-Washington area. 
 
6.B Inclusion of Women and Minorities (Protocol B) 
 
Targeted/planned subject group with respect to gender and ethnic groups 
Subjects will be recruited from the attending pool in the Departments of Otolaryngology and Head and Neck 
Surgery and Neurosurgery at Johns Hopkins University.  The gender and ethnic profile will depend on the 
attending pool at that time.  However, we expect the population to be skewed towards males and White 
subjects.   Due to the nature of the study and assuming that surgical skill is independent or race or gender we 
expect our skewed study population not to be a major factor in our data analysis. 
 
Selection Criteria with respect to gender and ethnic group 
We assume that there is no gender or ethnic effect with respect to surgical skill so there will be no selection 
criteria with respect to gender o ethnic group.  We are however limited by our study population, since we 
require subjects trained in endoscopic skull base methodologies.  We therefore expect a skewed study 
population. 
 
Criteria for excluding subjects based on gender or ethnic group  
No subjects will be excluded from this study based on gender or ethnicity.  
 



7  Targeted/Planned Enrollment 
 
7.A  Targeted/Planned Enrollment (Protocol A) 
 

Study Title: Effectiveness of Video-CT Registration for Sinus Surgery 

Total Planned Enrollment: 40 
 

TARGETED/PLANNED ENROLLMENT: Number of Subjects 

Ethnic Category Sex/Gender 
Females Males Total 

Hispanic or Latino 3 2 5 

Not Hispanic or Latino 16 19 35 

Ethnic Category: Total of All Subjects * 19 21 40 

Racial Categories  

American Indian/Alaska Native 0 0 0 

Asian 1 0 1 

Native Hawaiian or Other Pacific Islander  0 0 0 

Black or African American  4 5 9 

White 15 15 30 

Racial Categories: Total of All Subjects * 20 20 40 

* The “Ethnic Category: Total of All Subjects” must be equal to the “Racial Categories: Total of All Subjects.” 

 
  



7.B  Targeted/Planned Enrollment (Protocol B) 
 

Study Title: Effectiveness of Video-CT Registration for Sinus Surgery 

Total Planned Enrollment: 4 
 

TARGETED/PLANNED ENROLLMENT: Number of Subjects 

Ethnic Category Sex/Gender 
Females Males Total 

Hispanic or Latino 0 0 0 

Not Hispanic or Latino 0 4 4 

Ethnic Category: Total of All Subjects * 0 4 4 

Racial Categories  

American Indian/Alaska Native 0 0 0 

Asian 0 1 1 

Native Hawaiian or Other Pacific Islander  0 0 0 

Black or African American  0 0 0 

White 0 3 3 

Racial Categories: Total of All Subjects * 0 4 4 

* The “Ethnic Category: Total of All Subjects” must be equal to the “Racial Categories: Total of All Subjects.” 



8  Inclusion of Children 
Children will not be included in this study for either protocol A or B.  With respect to protocol A, the size of their 
nasal corridor usually is too small to permit expanded endonasal approach and resection at this time. With 
respect to protocol B, there are no children who are sinus surgeons. 
 
 
 


