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Background

- **Motivation: Orthopedic Surgery**
  - Placements of screws and wires into bones for fracture reduction
  - Image-guided systems provide 2D view
  - Complex task to do 3D alignment with 2D images ➔ Requires frequent re-positioning of X-ray machine
  - Can augmented reality help?

Goal

• Deploying HMDs with simple 2D X-ray views to orthopedic surgery
• Use augmented reality to visualize the occluded part of the needle
  – Build a needle model in Unity which could be later deployed to HoloLens
  – Display (Optical See-through) the part of the needle that is inside the patient’s body with HoloLens
• Comparison of user’s perception of AR visualizations
  – Use ARToolKit to track the wire for evaluation purposes
  – The virtual needle should align with the physical needle
  – The virtual needle should move with the physical needle
  – Which AR visualization is the best?
Surgical site observed by both RGBD camera and the head mounted display device
Technical Summary

• Calibrate RGBD camera (Intel SR300) and HMD device (HoloLens)
  – A marker is placed in surgical site observed by both RGBD camera and the head mounted display device
  – Use ARToolKit to track and get the transformation of marker between RGBD Camera and head mounted display device

• Patient’s body model detection and recognition
  – Approach by developing basic algorithms with thresholding on point clouds

• Display the under-skin virtual needle in HoloLens
  – Optical See-through problem, virtual needle needs to align with the physical needle
  – Unity needle model in 3D, build and deploy in Visual Studio
  – Locations depend on result from above
Deliverables

• Minimum
  – Roll out HMDs to the hospital operating room
  – Camera calibration algorithm for RGBD camera and the head mounted display device
  – Marker tracking algorithm used to track needle movements
  – Skin model detection algorithm with basic thresholding on point clouds

• Expected
  – Needle location and orientation estimation in 3D space
  – Algorithms that determine which part of the needle is within the patient’s body
  – Display the part of the needle that is within the patient’s body via HoloLens

• Maximum
  – Implementation of different perceptual cues
  – Evaluation and comparison of different visualizations
Dependencies

Hardware

• Microsoft HoloLens ✓
  – Mentor Supplies
• Intel RealSense SR300 ✓
  – Mentor Supplies
• Windows Laptop/Desktop ✓

Software & Others

• ARToolKit ✓
• Visual Studio 2015 Update 3 ✓
• HoloLens Emulator ✓
• Intel RealSense SDK ✓
• Checkerboard used for calibration ✓
Management

• Weekly CAMP Meetings
  – Wednesday 9 – 10 am
  – Discuss the progress with Dr. Fuerst and Dr. Navab

• Weekly Meeting with Mentors
  – Tuesday 3pm
  – C-arm related resources/questions: Javad and Sing Chun
  – Head Mounted Display related resources/questions: Alex and Long
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<td><strong>Minimum</strong></td>
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<tr>
<td>Roll out HMDs to the hospital operating room</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>2/26</strong></td>
</tr>
<tr>
<td>Get familiar with ARToolKit, Unity and HoloLens</td>
<td><strong>2/12</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perform single-camera calibration for SR300 and HoloLens</td>
<td><strong>2/12</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Camera calibration algorithm for both SR300 and HoloLens</td>
<td></td>
<td><strong>2/12</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker tracking algorithm used to track needle movements</td>
<td></td>
<td></td>
<td><strong>2/12</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skin model detection algorithm to classify the patient's body</td>
<td></td>
<td></td>
<td></td>
<td><strong>2/12</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Expected</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Needle location and orientation estimation in 3D space</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>3/5</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Algorithms that classifies the needle part that is in the body</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>3/5</strong></td>
<td><strong>3/12</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Display the needle part that is in the patient's body in HoloLens</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>3/5</strong></td>
<td><strong>3/12</strong></td>
<td><strong>3/19</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Maximum</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Implementation of different perceptual cues</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>4/23</strong></td>
</tr>
<tr>
<td>Evaluation and comparison of different visualizations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>4/9</strong></td>
<td></td>
</tr>
<tr>
<td>Final report, poster design, and presentation preparation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>4/23</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## Milestone Dates

<table>
<thead>
<tr>
<th>Date</th>
<th>Milestone Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feb. 24th</td>
<td>Get familiar with implementing ARToolKit with Unity, and implementing customized HoloLens ARToolKit with HoloLens</td>
</tr>
<tr>
<td>Feb. 26th</td>
<td>Start rolling out HMDs to the hospital operating room for advice</td>
</tr>
<tr>
<td>Mar. 3rd</td>
<td>Finish camera calibration for Intel RealSense SR300 and HoloLens independently. Save the intrinsic parameters. Start calibration algorithm between SR300 and HoloLens. Start using ARToolKit to track the needle movements. Test using both RGBD camera and HoloLens.</td>
</tr>
<tr>
<td>Mar. 10th</td>
<td>Finish calibration process and marker tracking. Start working on detecting and recognizing patient model’s body. Start working on solving the estimation of needle tip location and orientation.</td>
</tr>
<tr>
<td>Mar. 24th</td>
<td>Finish skin model detection and needle tip location estimation. Start working on classifying which part of the needle is inside the patient’s body.</td>
</tr>
<tr>
<td>April 2nd</td>
<td>Finish classifying the needle part that is inside the patient’s body. Start to work on visualize the part of needle in HoloLens. Make the virtual needle align with the real needle</td>
</tr>
<tr>
<td>April 16th</td>
<td>Start HMD implementation of different perceptual cues</td>
</tr>
<tr>
<td>April 28th</td>
<td>Finish all the code and algorithm work. Start writing report, poster and evaluating different visualizations</td>
</tr>
</tbody>
</table>
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