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Given
– 3D surface model of an 

anatomic structure
– Multiple 2D x-ray projection 

images taken at known poses 
relative to some coordinate 
system C

– Initial estimate of the pose F of 
the anatomic object relative to 
the x-ray imaging coordinate 
system C 

Goal
– Compute an accurate value for F

Feature-Based 2D-3D Registration
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Feature-Based 2D-3D Registration
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Feature-Based 2D-3D Registration
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Feature-Based 2D-3D Registration
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Feature-Based 2D-3D Registration
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Feature-Based 2D-3D Registration
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A contour-based 2D-3D method …
Gueziec et al., 1998

A. Guéziec, P. Kazanzides, B. Williamson, and R. Taylor, "Anatomy-Based 
Registration of CT-Scan and Intraoperative X-Ray Images for Guiding a Surgical 
Robot," IEEE Transactions on Medical Imaging, vol. 17, pp. 715-728, 1998.

Step 0: Extract contours from  x-ray images and compute corresponding lines between 
source and detector
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A contour-based 2D-3D method …
Gueziec et al., 1998

A. Guéziec, P. Kazanzides, B. Williamson, and R. Taylor, "Anatomy-Based 
Registration of CT-Scan and Intraoperative X-Ray Images for Guiding a Surgical 
Robot," IEEE Transactions on Medical Imaging, vol. 17, pp. 715-728, 1998.

Step 1: Given the current estimate for F = [R,t] , 
compute the apparent projection contours 
of the model for each viewing direction.

Step 2: For each x-ray path line line Li, identify the 
closest point pi on an apparent projection 
contour.  This will give a set of points on the 
body surface to be moved toward the 
corresponding x-ray lines
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A contour-based 2D-3D method …
Gueziec et al., 1998

A. Guéziec, P. Kazanzides, B. Williamson, and R. Taylor, "Anatomy-Based 
Registration of CT-Scan and Intraoperative X-Ray Images for Guiding a Surgical 
Robot," IEEE Transactions on Medical Imaging, vol. 17, pp. 715-728, 1998.

  
!
p

  
!
c

   Line direction  
!
v     (

!
v = 1)

    Distance d = (
!
p-
!
c)×
!
v

   

Note: It is convenient to use the x-ray source position 
(i.e., the center of convergence for a bundle of x-ray 
projection lines) as the value for 

!
c.  
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A contour-based 2D-3D method …
Gueziec et al., 1998

A. Guéziec, P. Kazanzides, B. Williamson, and R. Taylor, "Anatomy-Based 
Registration of CT-Scan and Intraoperative X-Ray Images for Guiding a Surgical 
Robot," IEEE Transactions on Medical Imaging, vol. 17, pp. 715-728, 1998.

Step 3: Solve an optimization problem to 
compute a value of F that minimizes 
the distance between the pi and the Li.

Step 4: Iterate steps 1-3 until reach convergence    

min
R,
!
t

di
2

i
∑ = min

R,
!
t

!
v i × ci − R

!
pi +
!
t( )( ) 2

i
∑

= min
R,
!
t

skew
!
v i( ) • ci − R

!
pi +
!
t( )( ) 2

i
∑
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Computational Note

   

Gueziec uses the Cayley parameterization for rotations:

      R(
!
u)= I-skew(

!
u)( ) I+skew(

!
u)( )−1

This leads to the approximation
     R(

!
u) ≈ I+skew(2

!
u)

which is similar to our familiar R(
!α) ≈ I+skew(

!α).

He also uses the notation U=skew(
!
u).  So R(

!
u) = (I−U)(I+U)−1

Similarly, we will see V=skew(
!
v), etc. 
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A. Guéziec, P. Kazanzides, B. Williamson, and R. Taylor, "Anatomy-Based 
Registration of CT-Scan and Intraoperative X-Ray Images for Guiding a Surgical 
Robot," IEEE Transactions on Medical Imaging, vol. 17, pp. 715-728, 1998.

A countour-based 2D-3D method …
Gueziec et al., 1998

Gueziec compared three different methods for performing 
the minimization in Step 3:

– Levenberg Marquardt (LM) nonlinear minimization.
– Linearization and constrained minimization
– Use of a Robust M-Estimator
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A. Guéziec, P. Kazanzides, B. Williamson, and R. Taylor, "Anatomy-Based 
Registration of CT-Scan and Intraoperative X-Ray Images for Guiding a Surgical 
Robot," IEEE Transactions on Medical Imaging, vol. 17, pp. 715-728, 1998.

Levenberg-Marquardt …
(Following development in Gueziec et al., 1998)

    

Define fi (
!
x) = Vi

!
ci −R(

!
u)
!
pi −
!
t( )    where 

!
xt =[
!
ut ,
!
t t ],Vi = skew(

!
v i )

Our goal is to minimize

            ε(
!
x)= fi (

!
x)2 =

i
∑ Vi

!
ci −R(

!
u)
!
pi −
!
t( ) 2

i
∑

We note that ε(
!
x) is nonlinear.  Levenberg-Marquardt is a widely 

used optimization method for problems of this type.  However, it requires
us to evaluate the partial derivitives ∂fi / ∂xj .  Gueziec worked these out 

symbolically for his problem
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A. Guéziec, P. Kazanzides, B. Williamson, and R. Taylor, "Anatomy-Based 
Registration of CT-Scan and Intraoperative X-Ray Images for Guiding a Surgical 
Robot," IEEE Transactions on Medical Imaging, vol. 17, pp. 715-728, 1998.

Levenberg-Marquardt …
(Following development in Gueziec et al., 1998)

    

Define fi (
!
x) = Vi

!
ci −R(

!
u)
!
pi −
!
t( )    where 

!
xt =[
!
ut ,
!
t t ],Vi = skew(

!
v i )

J = "
∂fi
∂
!
x
"
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⎢
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∂fi
∂
!
u
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∂
!
t

"

⎡
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⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

∂fi
∂
!
t
=

Vi
t Vi (R

!
pi − c +

!
t)

fi

∂fi
∂
!
u
=

∂R
!
pi

∂
!
u

⎛

⎝⎜
⎞

⎠⎟

t
Vi

t Vi (R
!
pi − c +

!
t)

fi

Details on this may be found 
in reference [45] of 
Gueziec’s paper
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A. Guéziec, P. Kazanzides, B. Williamson, and R. Taylor, "Anatomy-Based 
Registration of CT-Scan and Intraoperative X-Ray Images for Guiding a Surgical 
Robot," IEEE Transactions on Medical Imaging, vol. 17, pp. 715-728, 1998.

Levenberg-Marquardt …
(Following development in Gueziec et al., 1998)

    

Step 1:  Pick λ  = a small number; pick initial guess for 
!
x

Step 2:  Evaluate fi (
!
x) and J and solve the least squares problem

                   
"

(JtJ+ λI)Δ
!
x − Jt fi
"

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
=
"
0
"

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

              for Δ
!
x.

Step 3:   
!
x ←

!
x +Δ
!
x;  update λ.

Step 4:   Evaluate termination condition.  If not done, go back to
              to step 2

Note: Usually λ  starts small and grows larger.  Consult standard 
references (e.g., Numerical Recipes) for more information.
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A. Guéziec, P. Kazanzides, B. Williamson, and R. Taylor, "Anatomy-Based 
Registration of CT-Scan and Intraoperative X-Ray Images for Guiding a Surgical 
Robot," IEEE Transactions on Medical Imaging, vol. 17, pp. 715-728, 1998.

Constrained Linearized Least Squares …
(Following development in Gueziec et al., 1998)

    

Step 0:  Make an initial guess for R  and 
!
t  

Step 1:  Compute 
!
pi ←R

!
pi +
!
t

Step 2:  Define Pi = skew(
!
pi ), Vi = skew(

!
v i )

Step 3:  Solve the least squares problem:

                   ε 2=min
" "

2ViPi Vi

" "

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

!
u
Δ
!
t

⎡

⎣
⎢

⎤

⎦
⎥ −

"
Vi (
!
ci −
!
pi )

"

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

2

  subject to 
!
u ≤ ρ

               where ρ  is sufficiently small so that I+2U approximates a rotation 
Step 4:  Compute ΔR = (I−U)(I+U)−1 
             Update pi ← ΔRpi + Δ

!
t; R ← ΔRR;  

!
t ← ΔR

!
t + Δ
!
t

Step 5:  If ε  is small enough or some othe termination condition is met,
             then stop.  Otherwise go back to Step 2.
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Robust Pose Estimation …

• Basic idea is to identify 
outliers and give them little 
or no weight.

R. Kumar and A. R. Hanson, “Robust methods for estimating pose and
a sensitivity analysis,” Comput. Vision, Graphics, Image Processing-IU,
vol. 60, no. 3, pp. 313–342, 1994.

Outliers

18
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Robust Pose Estimation …

• Basic idea is to identify 
outliers and give them little 
or no weight.

R. Kumar and A. R. Hanson, “Robust methods for estimating pose and
a sensitivity analysis,” Comput. Vision, Graphics, Image Processing-IU,
vol. 60, no. 3, pp. 313–342, 1994.

Outliers
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Robust Pose Estimation …

• Basic idea is to identify 
outliers and give them little 
or no weight.

R. Kumar and A. R. Hanson, “Robust methods for estimating pose and
a sensitivity analysis,” Comput. Vision, Graphics, Image Processing-IU,
vol. 60, no. 3, pp. 313–342, 1994.

Outliers
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Robust Pose Estimation …

• Basic idea is to identify 
outliers and give them little 
or no weight.

R. Kumar and A. R. Hanson, “Robust methods for estimating pose and
a sensitivity analysis,” Comput. Vision, Graphics, Image Processing-IU,
vol. 60, no. 3, pp. 313–342, 1994.

Outliers
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Robust Pose Estimation …

• Basic idea is to identify 
outliers and give them little 
or no weight.

R. Kumar and A. R. Hanson, “Robust methods for estimating pose and
a sensitivity analysis,” Comput. Vision, Graphics, Image Processing-IU,
vol. 60, no. 3, pp. 313–342, 1994.

Outliers excluded
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Robust Pose Estimation …

• Basic idea is to identify 
outliers and give them little 
or no weight.

R. Kumar and A. R. Hanson, “Robust methods for estimating pose and
a sensitivity analysis,” Comput. Vision, Graphics, Image Processing-IU,
vol. 60, no. 3, pp. 313–342, 1994.

Outliers excluded
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Robust Pose Estimation …

• Basic idea is to identify 
outliers and give them little 
or no weight.

R. Kumar and A. R. Hanson, “Robust methods for estimating pose and
a sensitivity analysis,” Comput. Vision, Graphics, Image Processing-IU,
vol. 60, no. 3, pp. 313–342, 1994.

Outliers excluded
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Robust M-Estimator …
(Following development in Gueziec et al., 1998)

Step 0:  Make an initial guess for R  and 
!
t  

Step 1:  Compute 
!
pi ←R

!
pi +
!
t

Step 2:  Define Pi = skew(
!
pi ), Vi = skew(

!
v i ), 

Step 3:  Solve a robust linearized problem

                   ε=argmin
!
u,Δt

ρ
i
∑ 0.6745 ei

median({e i })
⎛

⎝⎜
⎞

⎠⎟
  where ei= Vi(

!
pi − ci + 2Pi

!
u+ Δ

!
t)  

              (See next slide) 
Step 4:  Compute ΔR = (I−U)(I+U)−1 
             Update pi ← ΔRpi + Δ

!
t; R← ΔRR;  

!
t← ΔR

!
t + Δ
!
t

Step 5:  If ε  is small enough or some othe termination condition is met,
             then stop.  Otherwise go back to Step 2.
            
              
  

A. Guéziec, P. Kazanzides, B. Williamson, and R. Taylor, "Anatomy-Based 
Registration of CT-Scan and Intraoperative X-Ray Images for Guiding a Surgical 
Robot," IEEE Transactions on Medical Imaging, vol. 17, pp. 715-728, 1998.
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Robust M-Estimator …
(Following development in Gueziec et al., 1998)

Step 3.0:  Set 
!
u =
!
0, Δt =

!
0 

Step 3.1:  Compute  ei = Vi (
!
pi −
!
ci + 2Pi

!
u+ Δ

!
t) , s =median( !,ei ,!{ }) / 0.6745,

Step 3.2:  Solve  C
!
x=
!
d, where 

!
xt = [

!
ut ,
!
t t ]

                           C = Ψ(
ei
s

)
2PiWiPi PiWi

2PiWi Wi

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥i

∑   and 
!
d= Ψ(

ei
s

)
PiWi (

!
ci −
!
pi )

Wi (
!
ci −
!
pi )

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥i

∑

                 where Wi = Vi
tVi = I−

!
v iv i

t    Ψ(µ)= µ 1− µ2 /α 2( )2
 if µ ≤α

       0      otherwise

⎧
⎨
⎪

⎩⎪

                                                                                         (Note :   We use α=2)   
Step 3.3:  Iterate steps 3.1 and 3.2 until a suitable termination condition
                is reached.
            
              
  

A. Guéziec, P. Kazanzides, B. Williamson, and R. Taylor, "Anatomy-Based 
Registration of CT-Scan and Intraoperative X-Ray Images for Guiding a Surgical 
Robot," IEEE Transactions on Medical Imaging, vol. 17, pp. 715-728, 1998.
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A countour-based 2D-3D method … results
Gueziec et al., 1998

A. Guéziec, P. Kazanzides, B. Williamson, and R. Taylor, "Anatomy-Based 
Registration of CT-Scan and Intraoperative X-Ray Images for Guiding a Surgical 
Robot," IEEE Transactions on Medical Imaging, vol. 17, pp. 715-728, 1998.

Before After
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A countour-based 2D-3D method … results
Gueziec et al., 1998

A. Guéziec, P. Kazanzides, B. Williamson, and R. Taylor, "Anatomy-Based 
Registration of CT-Scan and Intraoperative X-Ray Images for Guiding a Surgical 
Robot," IEEE Transactions on Medical Imaging, vol. 17, pp. 715-728, 1998.

Robust

LMLinear

Error vs noise and outliers

28
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A contour-based 2D-3D method … times
Gueziec et al., 1998

A. Guéziec, P. Kazanzides, B. Williamson, and R. Taylor, "Anatomy-Based 
Registration of CT-Scan and Intraoperative X-Ray Images for Guiding a Surgical 
Robot," IEEE Transactions on Medical Imaging, vol. 17, pp. 715-728, 1998.
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Sample Set Analysis

• Question: How good is a particular set of 3D sample points for 
the purpose of registration to a 3D surface?

• Long line of authors have looked at this question
• Next few slides are based on the work of David Simon, et al 

(1995)
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Sample Set Selection
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Sample Set Analysis: Distance Estimates
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Sample set analysis: sensitivity
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Sample set analysis: sensitivity
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Sample Set Analysis: Goodness Measures
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Sample Set Selection

• One blind search method (similar to Simon, 1995) is:

– Randomly select sample points on surface
– (prune for reachability)
– evaluate goodness of sample set using some criterion
– repeat many times and choose the best one found
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Sample Set Selection

• Refinement of blind search (hill climbing):

– Randomly select sample points on surface
– (prune for reachability)
– evaluate goodness of sample set using some criterion
– replace a point from sample set with a randomly selected 

point
– evaluate goodness
– if better, keep it
– else revert to original point and try again

• Variations include simulated annealing, “genetic” algorithms

40
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Sample Set Selection: Another Alternative
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Sample Set Selection: Another Alternative (con’d)
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Probabilistic Registration

• Registration methods typically use some optimization 
algorithm to find a “best” transformation between one data 
set and the other.

• It makes sense to try to find the “most likely” registration 
transformation. 

• ICP minimizes sum-of-squares distances.
• This is equivalent to assuming that point-pair match 

probabilities are independent and symmetric Gaussian 
distributions based on distances

• But there are a number of other methods that explicitly 
consider probabilities …
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Coherent Point Drift
• A. Myronenko and X. Song, "Point-Set Registration: 

Coherent Point Drift", IEEE Trans. on Pattern Analysis and 
Machine Intelligence, vol. 32- 12, pp. 2262-2275,  2010. 

• Alignment of point clouds
– Fast method follows “EM” paradigm
– Tolerates outliers and noise
– Transformations: Rigid, affine, general deformable   

Click here 
for slides
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Registration of intraoperative data to preoperative models

• Want to know registration from tracker to 
CT space
– Provides tool positions relative to CT

• Data sources for registration
– Tracked ultrasound
– Tracked (or calibrated) range data

FNF2F1 ...

Pre-op CT

FCT
?

!"#$%&'()*+
,-%./).

01#/2%"+
3$%245$

Patient

6%).5+,-%.5$

FR

Range Images

Ultrasound

CT

Co-Register

S. Billings and R. H. Taylor, "Iterative Most Likely Oriented Point Registration", in Medical Image Computing and Computer-Assisted 
Interventions (MICCAI), Boston, October, 2014. (accepted). 
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Multi-Modal Feature-Based Registration

Intensity-Based
Feature-Based

How to combine multiple data sources, in order to improve the 
accuracy and robustness of registration outcomes?

Question:

Billings S, Kapoor A, Keil M, Wood BJ, Boctor E (2011) A Hybrid Surface/Image-Based Approach to Facilitate 
Ultrasound/CT Registration. SPIE, Medical Imaging 2011: Ultrasonic Imaging, Tomography, and Therapy 7968: 
79680V–79680V-12

47
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• Handheld device:
– low cost
– integrated on probe
– ease of use
– no workflow interruptions
– in-situ guidance
– no tool calibration
– no sterility issues
– high accuracy
– real-time fusion
– real-time quality control

Example: Clear Guide Medical Navigation System

48
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Easy-to-Follow Guidance

• CG-1 has traditional ultrasound screen AND 
on-screen guidance overlay

• As well as on-patient projection

49
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Real-time Multi-modal Fusion
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Multi-Modal Feature-Based Registration

Hybrid 
Registration

Surface Reg.
(CSFC)

Range Imaging

CT Surface 
Model

Image Reg.
(CIMG)

Ultrasound

Pre-Op CT

Vessel Reg.
(CVSL)

Vessel Model

US Vessels

Video Tracking

Video

Tracked Pointer

How to combine multiple data sources, in order to improve the 
accuracy and robustness of registration outcomes?

Question:

Billings S, Kapoor A, Keil M, Wood BJ, Boctor E (2011) A Hybrid Surface/Image-Based Approach to Facilitate Ultrasound/CT Registration. In: SPIE, 
Medical Imaging 2011: Ultrasonic Imaging, Tomography, and Therapy
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Multi-Modal Feature-Based Registration

Range Imaging

Patient Model

Video FeaturesProbabilistic 
Feature-Based 

Registration

Ultrasound
Features

Tracked 
Pointer

How to combine multiple data sources, in order to improve the 
accuracy and robustness of registration outcomes?

Question:

Credit: Seth Billings
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Iterative Closest Point (ICP) Revisited

Ø Matching Phase:
for each point in the source shape, find the closest 
point on the target shape

Ø Registration Phase:
compute transformation to minimize sum of square 
distances between matches

• Widely popular and useful method for point cloud to surface 
registration introduced by Besl & McKay in 1992

• Many variants proposed since its inception affecting all aspects 
of the algorithm (robustness, matching criteria, match 
alignment, etc.)

TREG

1

2

3 4

1

2

3
4

S. Billings and R. H. Taylor, "Iterative Most Likely Oriented Point Registration", in Medical Image Computing and Computer-Assisted 
Interventions (MICCAI), Boston, October, 2014. 

Credit: Seth Billings
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Most-Likely Point Paradigm Illustrated with ICP

1. Probability Model:  isotropic Gaussian

2. Match Phase:

3. Registration Phase:

Credit: Seth Billings
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Outline of Registration Algorithms
• ICP - Iterative Closest Point

– isotropic position data

• IMLP - Iterative Most Likely Point
– anisotropic position data
– robust to outliers

• IMLOP - Iterative Most Likely Oriented Point
– isotropic position & orientation data

• G-IMLOP - Generalized IMLOP
– anisotropic position & orientation data

• P-IMLOP - Projected IMLOP
– anisotropic position & projected orientation data

TREG

TREG

TREG

TREG

TREG

Credit: Seth Billings
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Sources of Anisotropic Uncertainty

Figures: http://www.ndigital.com/wp-
content/uploads/2013/09/4col_polarisvicra1.png; The Essential Physics of 
Medical Imaging, 3rd ed.; http://www.infotech.edu/wp-
content/uploads/2013/01/L.A.B.-Look-At-Baby-3D-Ultrasound-Tests-
Ultrasound-Technicians-bw-300x225.jpg; 
http://i00.i.aliimg.com/photo/v0/105832128/CT_Scan_equipment.jpg

Stereo Vision

Ultrasound

Tomographic Imaging

Credit: Seth Billings
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Prior Work: Anisotropic Registration

• Generalized Total Least Squares ICP (GTLS-ICP)

– Registration Phase
• anisotropic noise model
• ad-hoc implementation less accurate / efficient; can be unstable

– Match Phase
• isotropic (i.e. closest-point matching)

• Generalized ICP (G-ICP)

– Registration Phase
• anisotropic noise model limited to model locally-linear surface regions 

surrounding each feature point of a point cloud shape
• uses off-the-shelf conjugate gradient solver

– Match Phase
• isotropic (i.e. closest-point matching)

Estépar RSJ, Brun A, Westin C-F (2004) Robust generalized total least squares iterative closest point 
registration. In: MICCAI 2004

Segal A, Haehnel D, Thrun S (2009) Generalized-ICP. In: Robotics: Science and Systems V

Credit: Seth Billings

58

Engineering Research Center for Computer Integrated Surgical Systems and TechnologyCopyright 2021 R. H. Taylor

Prior Work: Anisotropic Registration

• Anisotropic ICP (A-ICP)

– Registration Phase
• anisotropic noise model
• ad-hoc implementation does not fully account for noise in both shapes (i.e., 

lacks ability to reorient the data-shape covariances during optimization)
– Match Phase

• anisotropic noise model with non-optimal matching (finds minimal 
Mahalanobis distance match rather than most-likely match)

• inefficient implementation; also cannot guarantee that the “best” match is 
found

– Initializes registration by ICP (due to inefficient match phase)

Maier-Hein L, Franz AM, Dos Santos TR, Schmidt M, Fangerau M, et al. (2012) Convergent iterative closest-
point algorithm to accomodate anisotropic and inhomogenous localization error. IEEE Trans Pattern Anal Mach 
Intell 34: 1520–1532.

Credit: Seth Billings
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Match Phase:

Registration Phase:  

Iterative Most Likely Point (IMLP)

T

Probability Model:  anisotropic Gaussian

Billings SD, Boctor EM, Taylor RH (2015) Iterative Most-Likely Point Registration (IMLP): A Robust Algorithm for 
Computing Optimal Shape Alignment. PLoS One 10: e0117688
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IMLP: Match Phase

• Due to anisotropic distance metric, standard KD-tree search techniques 
do not apply.

• Approach: PD-tree search with modified node test

𝒙𝒊

𝒚𝒊??

PD Tree Constructed 
by Datum Positions

Constructing the PD tree:
1. Add all datums to a root node
2. Compute covariance of datum positions within the node 
3. Create minimally-sized bounding box aligned to the 

covariance eigenvectors
4. Partition node along the direction of greatest extent
5. Form left and right child nodes from the datums in each 

partition
6. Repeat from Step 2 for left and right child nodes until # 

datums in node < threshold or node size < threshold

Credit: Seth Billings
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Node Test: if the ellipsoid

intersects the bounding box of the node, then search the node

IMLP: Match Phase

Searching the PD tree:
𝒙𝒊

𝒚𝒊??

Node of the PD Tree

Assume the current match candidate has a match error 
equal to Ebest

Question: can any feature in this node possibly provide a 
match error less than Ebest?

True if:

Credit: Seth Billings
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Node Test: if the ellipsoid

intersects the bounding box of the node, then search the node

IMLP: Match Phase

Searching the PD tree:
𝒙𝒊

𝒚𝒊??

Node of the PD Tree

Assume the current match candidate has a match error 
equal to Ebest

Question: can any feature in this node possibly provide a 
match error less than Ebest?

True if:

Credit: Seth Billings

Details in Billings’ Thesis
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IMLP: Registration Phase T

1. Re-formulate the cost function from an unconstrained optimization

to a constrained optimization

2. Linearize the constraints with a Taylor series centered at the measured (known) data

Note using:

Generalized Total Least Squares 
(GTLS)

xi* - true (unknown) data-point position
yi* - true (unknown) model-point position

Credit: Seth Billings
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IMLP: Registration Phase
3. Apply the method of Lagrange multipliers to solve constrained optimization.

3a. Form the Lagrange function using the linearized constraints

3b. Solve zero gradient w.r.t. the optimization parameters and the Lagrange multipliers

4. Iteratively solve 3b by linear least squares until convergence.

modified Gauss-Newton

Credit: Seth Billings
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IMLP: Experiments
• Data Shape:  100 noisy points + outliers simulated from a mesh model of a human hip
• Model Shape:  point-cloud formed from the center points of the mesh triangles
• Random initial misalignments [30,60] mm and [30,60] degrees
• Target registration error (TRE) averaged over 300 randomized trials for each test case

Outlier Rate:
A: 5%
B: 10%
C: 20%
D: 30%

Credit: Seth Billings
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IMLP: Experiments
• Data Shape:  100 noisy points simulated from a mesh model of a human femur
• Model Shape:  point-cloud formed from the center points of the mesh triangles
• Random initial misalignments [10,20] mm and [10,20] degrees
• Target registration error (TRE) averaged over 300 randomized trials for each test case

Source: Billings SD, Boctor EM, Taylor RH (2015) Iterative Most-Likely Point Registration (IMLP): A Robust Algorithm for Computing Optimal Shape Alignment. PLoS One 10: e0117688. 
doi:10.1371/journal.pone.0117688.

Credit: Seth Billings
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IMLP: Experiments
Credit: Seth Billings
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Ø Matching Phase:
for each oriented point in the source shape, find the 
most likely oriented point on the target shape

Ø Registration Phase:
compute transformation to maximize the likelihood 
(i.e. minimize negative log-likelihood) of oriented 
point matches

Iterative Most Likely Oriented Point 
(IMLOP)

TREG

1

2

3 4

1

2

3
4

S. Billings and R. H. Taylor, "Iterative Most Likely Oriented Point Registration", in Medical Image Computing and Computer-Assisted 
Interventions (MICCAI), Boston, October, 2014. 
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Sources of Orientation Data

Figures: http://www.ndigital.com/wp-content/uploads/2013/09/4col_polarisvicra1.png; The Essential Physics of Medical Imaging, 3rd ed.; http://www.infotech.edu/wp-content/uploads/2013/01/L.A.B.-
Look-At-Baby-3D-Ultrasound-Tests-Ultrasound-Technicians-bw-300x225.jpg; http://i00.i.aliimg.com/photo/v0/105832128/CT_Scan_equipment.jpg; http://goodpixgallery.com/dl/?i=835588; Liu X, Cevikalp
H, Fitzpatrick JM (2003) Marker orientation in fiducial registration. In: Sonka M, Fitzpatrick JM, editors. SPIE, Medical Imaging 2003: Image Processing. Vol. 5032. pp. 1176–1185.

Video

Ultrasound

Shape Models

Tracked Pointer

force/torque 
sensor

X-Ray

Oriented Fiducials

Credit: Seth Billings
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Experiments

Performance comparison of IMLOP vs. ICP was made through a simulation study using a 
human femur surface mesh segmented from CT imaging.

• source shape created by randomly sampling points from the 
mesh surface    (10, 20, 35, 50, 75, and 100 points tested)

• Gaussian [wrapped Gaussian] noise added to the source 
points  (0, 0.5, 1.0, and 2.0 mm [degrees] tested)

• Applied random misalignment of [10,20] mm / degrees
• 300 trials performed for each sample size / noise level
• Registration accuracy (TRE) evaluated using 100 validation 

points randomly sampled from the mesh
• Registration failures automatically detected using threshold 

on final residual match errors

ICP:  threshold on position residuals only
IMLOP:  threshold on position & orientation residuals

Example source point cloud 
sampled from dark region of 

target mesh.

S. Billings and R. H. Taylor, "Iterative Most Likely Oriented Point Registration", in Medical Image Computing and Computer-Assisted 
Interventions (MICCAI), Boston, October, 2014. 

74

http://www.ndigital.com/wp-content/uploads/2013/09/4col_polarisvicra1.png
http://www.infotech.edu/wp-content/uploads/2013/01/L.A.B.-Look-At-Baby-3D-Ultrasound-Tests-Ultrasound-Technicians-bw-300x225.jpg
http://i00.i.aliimg.com/photo/v0/105832128/CT_Scan_equipment.jpg
http://goodpixgallery.com/dl/?i=835588


10/26/21

34

Engineering Research Center for Computer Integrated Surgical Systems and TechnologyCopyright 2021 R. H. Taylor

Average TRE of successful 
registrations and registration 
failure rates across all sample 
sizes for noise levels of 1 (A) and 
2 (B) mm [degrees].

Registration failure threshold set 
to twice the noise level for both 
position and orientation.

S. Billings and R. H. Taylor, "Iterative Most Likely Oriented Point Registration", in Medical Image Computing and Computer-Assisted 
Interventions (MICCAI), Boson, October, 2014. (accepted). 
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Experiments

Results from 300 trials within a single sample size (75 points) and noise level (1.0 mm 
[degree]).  NOTE:  improved accuracy and failure detection capability for IMLOP.

Widely distributed TRE follows 
drop in residual error Sharp drop in TRE accompanies drop 

in residual error

ICP IMLOP

S. Billings and R. H. Taylor, "Iterative Most Likely Oriented Point Registration", in Medical Image Computing and Computer-Assisted 
Interventions (MICCAI), Boston, October, 2014. (accepted). 
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Generalized IMLOP Results

S. Billings and R. Taylor, "Generalized Iterative Most-Likely Oriented Point (G-IMLOP) Registration", Int. J. Computer Assisted 
Radiology and Surgery, 8(10) p.1213-1226,  2015.    
. 

ICP
IMLOP

G-IMLOP

• Extends IMLOP to account for anisotropic measurement error 
distributions
– Model orientations with Kent distributions
– Model positions with Gaussian distributions

• Simulation results for 50 samples shown below
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Experiments: TRE for Rejected and Non-Rejected 
Registrations

[S. Billings and R. Taylor, "Generalized Iterative M ost-Likely Oriented Point (G-IM LOP) Registration", Int. J. Computer Assisted Radiology and Surgery, p. Accepted 2015. 
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Ultrasound-assisted Registration

(2) Digitize proximal bone 
using tracked pointer

(3) Collect tracked US 
images of distal bone(1) Generate 

surface model from 
CT

(4) Register points/contours to surface model

S. Billings, H. J. Kang, A. Cheng, E. Boctor, P. Kazanzides, and R. Taylor, "M inimally invasive registration for computer-assisted orthopedic surgery: combining tracked 
ultrasound and bone surface points via the P-IM LOP algorithm", Int. J. Computer Assisted Radiology and Surgery, p. (epub ahead of print),  2015. 
http://dx.doi.org/10.1007/s11548-015-1188-z   DOI 10.1007/s11548-015-1188-z
.  
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Intensity-based methods
Image 1

Image 2 Θ(ρ,Image 2)

Θ(ρ,·)

E(·,·)
Optimization
Process

ρ*

ρ*=argmin E(Im 1, Θ(ρ,Im 2)

80



10/26/21

37

Engineering Research Center for Computer Integrated Surgical Systems and TechnologyCopyright 2021 R. H. Taylor

Intensity-based methods

• Typically performed between images
• The “features” in this case are the intensities associated 

with pixels (2D) or voxels (3D) in the images.
• General framework:

• Methods differ mostly in choice of transformation function 
Θ(·) and Energy function E(·,·),

     
!
ρ* = min!

ρ
E Image1,Θ

!
ρ,Image2( )( )
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Typical energy functions
(not an exhaustive list)

    

Normalized image subtraction

E(Im1,Im2) =
Im1 k⎡
⎣⎢
⎤
⎦⎥
−Im2 k⎡

⎣⎢
⎤
⎦⎥

max
j

Im1 j⎡
⎣⎢
⎤
⎦⎥
−Im2 j⎡

⎣⎢
⎤
⎦⎥( )k∑

Normalized cross correlation (NCC)

E(Im1,Im2) =
Im1 k⎡
⎣⎢
⎤
⎦⎥
−avg(Im1)( ) Im2 k⎡

⎣⎢
⎤
⎦⎥
−avg(Im2)( )k∑

Im1 k⎡
⎣⎢
⎤
⎦⎥
−avg(Im1)( )

2

Im2 k⎡
⎣⎢
⎤
⎦⎥
−avg(Im2)( )

2

k∑k∑
Mutual information

E(Im1,Im2) = Pr(p,q)logPr(p,q)−PrIm1
(p)logPrIm1

(p)−PrIm2
(q)logPrIm2

(q)
p∈Im1q∈Im2

∑
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Mutual Information

• First proposed independently in 1995 by Collignon and Viola 
& Wells.

• Very widely practiced
• Is able to co-register images with very different sensor 

modalities so long as there is a stable relationship between 
intensities in one modality with those in another

• Many “flavors” and variations 
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Mutual Information

Im
ag

e 
1

Image 2

• The key idea is that the values of pixels in 
one image can predict the values of the 
pixels in the other image, even if the 
images come from different sensors

• The strength of this prediction will 
increase as the images become better 
aligned
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Mutual Information

Im
ag

e 
1

Image 2

• The key idea is that the values of pixels in 
one image can predict the values of the 
pixels in the other image, even if the 
images come from different sensors

• The strength of this prediction will 
increase as the images become better 
aligned
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Mutual Information

Im
ag

e 
1

Image 2

• The key idea is that the values of pixels in 
one image can predict the values of the 
pixels in the other image, even if the 
images come from different sensors

• The strength of this prediction will 
increase as the images become better 
aligned
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Mutual Information 

( ) Pr( ) logPr( )
( , ) Pr( , ) logPr( , )

 (Viola & Wells '95, Colligen '95)
( , ) ( ) ( ) ( , )

 (Maes  '97)
( )

( , )

H a a a
H a b a b a b

Similarity A B H A H B H A B
et al.

H ASimilarity A B

=
=

= + −

=

Entropy

Mutual Information

Normalized mutual information

1 2 1 2

( )
( , )

E(Im ,Im ) (Im ,Im )

H B
H A B

Similarity

+

=−
Objective function

87

Engineering Research Center for Computer Integrated Surgical Systems and TechnologyCopyright 2021 R. H. Taylor

Basic Idea of Intensity-Based 2D/3D Registration

• Assumes a pre-op CT is available
• Simulate many C-Arm images and choose the most similar to the intraoperative 

image
• Solves the following optimization problem:

A(�) = v0 +
MX

i=1

�ivi (1)

argmin
✓2R6,�2RM

S(I,P(✓,A(�))) (2)

Relevant Citations:

• Zheng, Guoyan. ”Statistical shape model-based reconstruction of a scaled, patient-
specific surface model of the pelvis from a single standard AP x-ray radiograph.”
Medical physics 37.4 (2010): 1424-1439.

– Explains a pipeline for performing 2D/3D standing AP X-Ray to 3D Model
registration (some techniques di↵er than my envisioned pipeline)

• Khallaghi, Siavash, et al. ”GPU accelerated registration of a statistical shape model
of the lumbar spine to 3D ultrasound images.” SPIE Medical Imaging. International
Society for Optics and Photonics, 2011.

– They are able to instantiate their statistical model on the GPU, however their
anatomical regions are much smaller and a B-Spline approximations to the de-
formation field may have saved space

• Sadowsky, Ofri, Gouthami Chintalapani, and Russell H. Taylor. ”Deformable 2D-3D
registration of the pelvis with a limited field of view, using shape statistics.” Med-
ical Image Computing and Computer-Assisted InterventionMICCAI 2007. Springer
Berlin Heidelberg, 2007. 519-526.

– Existing 2D/3D approach using tetrahedral meshes of the pelvis, can serve as a
baseline for error comparisons

✓Guess (3)

�Guess (4)

✓ 2 R12 (5)

argmin
✓2R12

S(IIntra-Op,P(✓, ICT)) (6)

argmin
✓2SE(3)

S(IIntra-Op,P(✓, ICT)) (7)

2

Simulated Images Intraop. Image

Edges 
Overlaid 

from 
Simulated 

Images

Do these look 
the same yet?

Slide credit: Robert Grupp
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Rigid 3D/2D Registration
Ofri Sadowsky

Examples: LaRose, 
Zollei, …

Optimizer: Downhill Simplex

Prior CT

Estimated 
position and 
orientation

Patient under 
fluoroscopy

Simulated 
images

Patient images
Similarity
measure
(MI)

Predict 
images
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A clinical example (periacetublar osteotomy)

Problem: Acetabular Dysplasia

Image Source: ouh.nhs.uk Image Source: James Heilman, MD

Hip socket

Femoral Head

Dislocation Caused by Dysplasia

Slide credit: Robert Grupp
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A clinical example (periacetublar osteotomy)

One Solution: Periacetabular Osteotomy  (PAO)

Slide credit: Robert Grupp

Number 232 
July, 1988 Periacetabular Osteotomy 31 

FIGS. 3A-3C. (A) This AP view of a 13-year-old girl with hip pain shows mild dysplasia; Shenton's line 
is interrupted. Computed tomography (CT) evaluation showed a predominantly anterior deficiency with 
a total cartilage coverage of 58% (normal, 70%") of the head. (B) Intraoperative verification of the 
correction hold by threaded Kirschner wires. The teardrop has migrated cranially and the femoral head is 
slightly medialized. Shenton's line has been restored, the ilioischial line is in continuity, and the dorsal 
pillar is intact. The K-wires are replaced by cortical screws and trimming of the acetabular fragment. (C) 
The acetabulum has healed and shows normal bone structure nine months postoperation. Femoral head 
coverage is 73% on CT. 

FIGS. 4A-4C. (A) This 22-year-old woman had 
marked dysplasia with acetabular cyst and corre- 
sponding femoral head defect: VCE angle is 6" 
(left), VCA angle in the false profile (right) is 5". 
(B) In the postoperative roentgenograms the ace- 
tabulum covers the femoral head defect (left). In 
the alar view (right) the dorsal pillar with the ro- 
tated acetabular fragment is intact. (C) Two years 
after surgery the VCE angle is 32" (left) and the 
VCA, 40". Flexion is limited to 90" due to ectopic 
ossification near the origin of the rectus femoris 
(right). 

Image Source: Ganz 1988
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A clinical example (periacetublar osteotomy)

Goal: Automatic visualization and guidance

Slide credit: Robert Grupp

Total Rotation: 20.5°
Anterior/Posterior Rotation:   3.7°

Left/Right Rotation: 16.3°
Inferior/Superior Rotation: 12.5°
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Movement of the Osteotomy Fragment is Challenging

Slide credit: Robert Grupp
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One Approach for Computer-Assistance: Optical Tracking 
Devices

LED light emitters or passive reflective ball
guides. The cameras transfer data of the moving
targets in real time in 3D space portraying a
visual rendering of the subjects on the computer
screen. The surgeon can manipulate the instru-
ments in relation to the anatomical targets, thus
creating the guided or navigated surgical inter-
vention. Modern systems have programs that
allow the surgeon to customize the workflow,
with multiple choices of targets, steps, and spe-
cific characterization of the anatomical features.
In the total hip navigation, one may choose the
reference of the standard anatomical frontal
plane defined by registering the ASIS points
and the public tubercle, the functional pelvic
plane which normalizes the coronal plane of the
standing patient with the position of the pelvis
creating a perpendicular pelvic plane, or the
patient/table registration which defines points
the surgeon determines to be in the “coronal
plane” of the supine patient. Referencing the
longitudinal body axis attempts to define the
coronal plane of the patient, creating a “patient
specific pelvic tilt” adjusting for out of plane tilt
of the pelvis. A pelvic tracker is placed securely
in the superior ilium with the tracking device
attached. The camera system must be placed

appropriately to visualize the position of the pel-
vic tracker and other instrumented devices. Posi-
tioning the patient is critical as the registration of
the tracker assumes that the ASIS is perpendicu-
lar to the table, and the patient’s body is parallel
to the axis of the operating table (Fig. 2). Regis-
tration considers the depth of the acetabular
fovea, the articular surface of the acetabulum,
the tip of the greater trochanter, and a distal
point on the outside of the leg which may be an
EKG lead. Other registration points may include
the position of the transverse acetabular ligament
and the anatomical hip center of the acetabulum
obtained by the use of a dedicated reamer that
bests fits the acetabulum.

Cup position must be defined by the exact
planes selected and may consider the anatomical,
radiographic, or the surgical definition (Fig. 3).
This will be determined by the preference of the
manufacturer. The various navigated features
include movement of the cup center in medial/
lateral, superior/inferior, and anterior/posterior
directions. Femoral stem navigation considers
navigation of the anatomical femur axis and ver-
sion of the stem that may be determined by the
knee posterior condylar axis or the knee
transepicondylar axis. Finally, leg length, offset,

Fig. 1 Typical reference
tracker is fixed to the iliac
crest

117 Computer-Guided Total Hip Arthroplasty 1373

99

a

b

c

Fig. 8.12 Tracker !xation using percutaneous bone screw pins and an external !xation system. 
The pelvic tracker (a) is !xed to the pelvic brim and the femoral tracker (b) to the distal femur. The 
angles of trackers are adjusted so the CCD camera can detect the LED markers on the trackers in 
various hip positions (c)

Verification: femur

Fig. 8.13 Accuracy of registration can be determined by verifying the pointer tip location on 
multiplanar reconstruction CT scans by touching several bony landmarks to make sure that the tip 
of the pointer is just on the bone surface

8 Computed Tomography-Based Navigation for Total Hip Arthroplasty

Source: Sugano, CAOS for Hip and Knee, 2018

Source: Stiehl and Thornberry, 2016

Slide credit: Robert Grupp
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Intraoperative Fluoroscopy is Available

Chapter 4: Pose Estimation Using Fluoroscopy

Slide credit: Robert Grupp
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Intraoperative X-Ray Imaging with Mobile C-Arm'HYLFH�'HVFULSWLRQ
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Proposed Workflow

Inputs:
Osteotomies Performed
Patient CT
Fragment Shape (3D)

Intraoperative Fluoroscopy 
(2D)

Estimate Fragment Pose with 2D/3D Registration

Estimate Femoral 
Head Coverage 

and Biomechanics
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acetabular movements and computed intraoperative biome-
chanics [12], [38]. Through repeated digitizations of points
on the acetabular fragment body, the fragment was tracked
and the appropriate biomechanical properties were presented
to the clinician [12]. Fragment pose errors of 1.4 � 1.8° and
1.0�2.2 mm were reported. The process of manually digitizing
the bone bur points during each fragment reposition adds
a small amount of time to the overall procedure and may
be subject to some error [38]. Liu also developed a system
for preoperative PAO planning and intraoperative tracking
of the fragment using optical tracking and a separate rigid
body attached to the fragment [14], [39]. However, fixing a
separate rigid body to the fragment is not necessarily practical
when using a state-of-the-art, minimally invasive, approach
such as [17] and [18]. For rotational acetabular osteotomies
(RAO) [40], Takao used an optically tracked system to monitor
the osteotomes and fragment movement [16]. The fragment
pose was intraoperatively estimated by digitizing the anterior
edge of the acetabulum, which resulted in some difficulty
distinguishing between rotation and translation.

X-Ray navigation has been used to assist with the reduc-
tion of traumatic bone fractures, by providing real-time 3D
visualizations of relocated bone fragments [24] and feedback
corresponding to a 3D preoperative plan [22]. Methods to
automatically annotate intraoperative images have been used
to avoid wrong-level spinal surgery [30] and mitigate the
malpositioning of surgical implants [19]. Using intraoperative
X-Ray imaging, a surgical robot may be guided into an optimal
location for the milling [23], [31], or drilling [32], of bone.
Automatic 3D visualization and kinematic analysis of the wrist
[20] and knee [21], [25] have also been demonstrated with X-
Ray navigation. To our knowledge, no existing method based
on X-Ray navigation, without fiducials, is able to localize a
bone fragment without accurate preoperative knowledge or a
statistical prior of the fragment shape.

At the core of an X-Ray based navigation system is a 2D/3D
registration algorithm [26]. The goal of 2D/3D registration
is to determine the pose of 3D objects with respect to a
3D coordinate frame using a series of 2D X-Ray images.
Typically, a preoperative 3D model, such as a CT scan is used
to represent the patient, and the information contained in the
X-Ray image is used to determine the pose of the patient
with respect to the intraoperative X-Ray imager. The majority
of 2D/3D X-Ray registration methods may be classified as
either “intensity-based” or “feature-based,” however we limit
discussion to intensity-based methods in this paper.

Intensity-based registration performs an optimization over
the relevant pose parameters, using an objective function that
compares simulated radiographs, commonly referred to as
digitally reconstructed radiographs (DRRs), with the intra-
operative image [29]. The comparison is performed using a
mathematical construct known as a similarity measure [29].
Due to the differences in X-Ray energy between preoperative
CT and intraoperative fluoroscopy, the most effective similarity
metrics compare the 2D gradients of a measured radiograph
and a DRR, such as normalized cross-correlation between the
Sobel gradient images (Grad-NCC) [29]. Robustness to metal-
lic objects and bone fractures may be improved by taking a

weighted sum of similarity measures computed in local regions
of interest [41], [42]. Registration with multiple 2D views, and
known relative poses between each view, is accomplished by
creating DRRs at each view and summing the similarity scores
for each view [27]. In order to register multiple objects with
known shape, each object may be treated as a separate volume,
and DRRs for each object are summed together to create
a single DRR [28]. The registration problem for N object
poses: ✓1, . . . , ✓N , with M intraoperative views: I1 . . . IM , a
pre-operative CT: V , a DRR operator: P , similarity metric: S ,
and regularizer over plausible poses: R, is concisely stated in
(1).

min
✓1,...,✓N2SE(3)

MX

m=1

S
 
Im,

NX

n=1

P (V ; ✓n)

!
+R (✓1, . . . ✓N )

(1)
With the advent of general purpose GPU programming

resources, Otake was able to efficiently form many DRRs
simultaneously and use a state of the art “Covariance Ma-
trix Adaptation: Evolutionary Search” (CMA-ES) optimization
strategy [43] to carry out registration of a single femur
using three views in under 22 seconds [27]. Relative pose
information was computed using an external fiducial for a
non-motorized C-Arm and was preoperatively calibrated when
using a motorized C-Arm.

Several groups have demonstrated registration of multiple
objects with intensity-based objective functions and accurate
shape models, or with a statistical prior of the shape distribu-
tions.

In [28], Otake’s framework was extended to multiple objects
for the knee joint (distal femur, patella, proximal tibia) tracking
with bi-plane fluoroscopy. Initial registration times at the start
of each sequence for the femur, tibia, and patella bones were
between 2 and 5 minutes. All femur and tibia poses were
estimated within 2° and 2 mm, and 74% of patella poses were
estimated within the same thresholds.

Gong proposed to use intensity-based registration to intra-
operatively estimate the position of bone fragments resulting
from a distal radius fracture [22]. The approach requires
preoperative knowledge of the bone fragment shapes and
uses a preoperative, but post-trauma, CT scan [22]. Two 3D
printed phantoms with synthetic fractures were used to test
the method with four fluoroscopic views from a tracked C-
Arm. Target registration errors (TREs) smaller than 3 mm were
achieved when using a manual, interactive, initialization of
the registration. Execution times of 3-9 minutes were reported
using modest hardware.

In order to localize and determine the shape of carpal bones
in the hand, Chen, et al. use a 2D/3D registration of a single
fluoroscopic view to 3D statistical shape and pose models of
the carpal bones, radius, and ulna [20]. TREs of 2.45 mm
were reported in simulation, and TREs from 0.93�2.37 were
reported in the flouroscopic experiments. Registration times
were approximately 3 minutes per frame.

Although related by the motivation to track multiple objects
with intensity-based registration, the aforementioned works do
not provide a complete solution for the localization of an
acetabular fragment. Most importantly, the fragment shape is

Fragment is Adjusted

Biomechanics 
Acceptable?

Fix Fragment

Int J CARS

Fig. 2 Physical setup (a) and user interface (b) for the BGS system.
The surgical setup highlights the minimal hardware required for oper-
ation: a Polaris camera, the digitizing probe, and the reference body
attached to the pelvis. The user interface provides a real-time display

of the acetabular fragment repositioning, areas of peak contact pressure
estimated within the joint articular surface, and the range-of-motion of
the femur recorded intraoperatively

ning the location of the osteotomies. Users select the medial
and lateral walls of the acetabulum on reformatted oblique
CT image slices extending radially from the center of the
femoral head to define the articular surface model [15]. This
model of the load bearing surface assumes correspondence

between the subchondral bone of the acetabulum visible in
the CT scan [15] and is input into a biomechanical model of
the hip. The biomechanical model uses linear [10,16,17] or
non-linear [18] discrete element analysis (DEA), which has
been validated for various joints [19–22] to estimate contact
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No
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The computerized system uses this information to compute
pose estimates of the fragment, and present the appropri-
ate biomechanical properties to the clinician [9]. Fragment
pose errors of 1.4 � 1.8° and 1.0 � 2.2 mm were reported.
Preoperative imaging also allows for an acetabular cartilage
model to be constructed, which is used to estimate joint
contact pressure for each acetabular pose [9]. The process of
manually digitizing the bone bur points during each fragment
reposition adds a small amount of time to the overall procedure
and may be subject to some error [23]. Liu also developed
a system for preoperative PAO planning and intraoperative
tracking of the fragment with optical tracking [11], [24].
In order to obtain intraoperative pose estimates, a separate
rigid body was attached to the fragment. Intraoperative pose
estimates were approximately within 1° of rotation of the
preoperative plan for each axis. However, fixing a separate
rigid body to the fragment is not necessarily practical when
using a state-of-the-art, minimally invasive, approach such as
[14] and [15]. For a rotational acetabular osteotomy (RAO)
[25], Takao used an optically tracked system to monitor
the osteotomes and fragment movement [13]. The fragment
pose was intraoperatively estimated by digitizing the anterior
edge of the acetabulum, which resulted in some difficulty
distinguishing between rotation and translation.

At the core of an X-Ray based navigation system is a
2D/3D registration algorithm. The goal of 2D/3D registration
is to determine the pose of 3D objects with respect to a
3D coordinate frame using a series of 2D X-Ray images.
Typically, a preoperative 3D model, such as a CT scan is used
to represent the patient, and the information contained in the
X-Ray image is used to determine the pose of the patient
with respect to the intraoperative X-Ray imager. The majority
of 2D/3D X-Ray registration methods may be classified as
either “intensity-based” or “feature-based,” however we limit
discussion to intensity-based methods in this paper.

Intensity-based registration performs an optimization over
the relevant pose parameters, using an objective function that
compares simulated radiographs, commonly referred to as
digitally reconstructed radiographs (DRRs), with the intra-
operative image [26]. The comparison is performed using a
mathematical construct known as a similarity measure [26].
Due to the differences in X-Ray energy between preoperative
CT and intraoperative fluoroscopy, the most effective similarity
metrics compare the 2D gradients of a measured radiograph
and a DRR, such as normalized cross-correlation between the
Sobel gradient images (Grad-NCC) [26]. Registration with
multiple 2D views, and known relative poses between each
view, is accomplished by creating DRRs at each view and
summing the similarity scores for each view [27]. In order to
register multiple objects with known shape, each object may
be treated as a separate volume, and DRRs for each object are
summed together to create a single DRR [16]. The registration
problem for N object poses: ✓1, . . . , ✓N , with M intraoperative
views: I1 . . . IM , a pre-operative CT: ICT, a DRR operator for
view m: Pm, and similarity metric: S is concisely stated in

(1).

argmin
✓1,...,✓N2SE(3)

MX

m=1

S
 
Im,

NX

n=1

Pm (ICT ; ✓n)

!
(1)

With the advent of general purpose GPU programming
resources, Otake was able to efficiently form many DRRs
simultaneously and use a state of the art “Covariance Ma-
trix Adaptation: Evolutionary Search” (CMA-ES) optimization
strategy [28] to carry out registration of a single femur
using three views in under 22 seconds [27]. Relative pose
information was computed using an external fiducial for a
non-motorized C-Arm and preoperatively calibrated with a
motorized C-Arm.

Several groups have demonstrated registration of multiple
objects with intensity-based objective functions and accurate
shape models, or with a statistical prior of the shape distribu-
tions.

In [16], Otake’s framework was extended to multiple objects
for the knee joint (distal femur, patella, proximal tibia) tracking
with bi-plane fluoroscopy. An evaluation of the registration
was conducted on simulated bi-planar flexion sequences and a
measured dataset. Initial registration times at the start of each
sequence for the femur, tibia, and patella bones were between
2 and 5 minutes. All femur and tibia poses were estimated
within 2° and 2 mm, and 74% of patella poses were estimated
within the same thresholds.

Gong proposed to use intensity-based registration to intra-
operatively estimate the position of bone fragments resulting
from a distal radius fracture [17]. The approach requires
preoperative knowledge of the bone fragment shapes and uses
a preoperative, but post-trauma, CT scan [17]. The values of
some similarity metric parameters, specific to the experiments
performed in [17], were determined empirically. Using the
CMA-ES optimization strategy, the registration first searched
over the “global” pose of the fragment collection, followed by
an optimization of each fragment individually. A simulation
study was conducted on synthetic fractures created from a
single subject’s CT, and registration was performed with
two views. Two 3D printed phantoms were used to test the
method with four fluoroscopic views from a tracked C-Arm.
Target registration errors (TREs) smaller than 3 mm were
achieved when using a manual, interactive, initialization of
the registration. Execution times of 3-9 minutes were reported
using modest hardware.

In order to localize and determine the shape of carpal bones
in the hand, Chen, et al. use a 2D/3D registration of a single
fluoroscopic view to 3D statistical shape and pose models of
the carpal bones, radius, and ulna [29]. Their method was
evaluated on a simulated dataset as well as a measured dataset.
During the registration, extremely tight search bounds of 4°
on rotation axes and 4 pixels of translation were used. TREs
of 2.45 mm were reported in simulation, and TREs from
0.93 � 2.37 were reported in the flouroscopic experiments.
Registration times were approximately 3 minutes per frame.
Similar to [17], the similarity metric requires some parameters
to be determined experimentally.

Although related by the motivation to track multiple objects
with intensity-based registration, the aforementioned works do

Slide credit: Robert Grupp
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• Compute the Sobel derivatives in the X and Y directions of the two input images: 

• Compute NCC between the corresponding gradient images:

3D-2D Registration of Osteotomy Fragments

R. Grupp, R. Murphy, M. Armand, R. Taylor
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Initialize Using a Nominal AP View?
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Too Many Local Minima!

Ground Truth

Rotation 
Component
s of Screw

Translation 
Component
s of Screw

Objective 
Function Value

Initialization
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Use a Single Landmark to Initialize Registration

• Assume the pelvis is in an AP orientation – this may be 
computed preoperatively

• Manually annotate a single landmark to recover translation

LR

IS

AP

Cam X

Cam Y

Cam Z

Chapter 4: Pose Estimation Using Fluoroscopy
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Example of a Single Landmark Initialization

Chapter 4: Pose Estimation Using Fluoroscopy
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Automatically Initialize Second and Third Views

• Constrain C-arm motion to orbital rotation
• Perform an exhaustive search over ±90° in 1° increments

Simulated C-Arm X-Ray Source Trajectory

Simulated C-Arm X-Ray Flat Panel Detector Trajectory

Patient

Chapter 4: Pose Estimation Using Fluoroscopy

Slide credit: Robert Grupp
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Example Initializations From Orbital Search

View #2 View #3

Chapter 4: Pose Estimation Using Fluoroscopy
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Automatic Landmark-Based Initialization

• Train a CNN to recognize 
approximate landmark positions in 
x-ray images

• Use landmark-based 2D-3D 
registration to initialize registration

• Combine landmark and intensity 
objective functions

• Use segmentation labels to ignore 
intensities of irrelevant anatomy

Images: Robert Grupp
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Why Not Simultaneously Use Intensities and Features?

• Registration objective function:

• Usually, regularization penalizes the amount of rotation and 
translation away from initialization

• Why not directly include the landmark re-projection as 
regularization?

• Can also think of this as running landmark registration and 
regularizing on image appearance

Manuscript submitted to IPCAI 2020 5
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Fig. 2 Example annotations of four specimens. The top row shows the ground truth segmentation labels for each object
overlaid onto the fluoroscopic images, along with the landmark locations as yellow circles. The colors of each object correspond
to those from Fig. 1. CNN estimates are shown in the second row, with ground truth landmark locations shown as yellow circles
and estimated locations shown as yellow crosshairs (+). Missed detections are indicated by a circle without a corresponding
cross. Ground truth heatmaps for the R. MOF, L. ASIS, L. GSN, and L. IOF, in (a), (b), (c), and (d), respectively, are overlaid
and shown in the third row. Estimated heatmaps for these landmarks are shown in the bottom row. The heatmap shown in
(b) highlights a successful no detection report for L. ASIS.

is registered first, followed by optimizations of each fe-
mur’s rotation, followed by a simultaneous optimization
over the rigid poses of all objects.

Method 1 : A naive approach for e�cient automatic
registration uses only intensity information, with uni-
form patch weightings and no regularization applied.
The single landmark initialization described in [7] is
used to calculate an initial AP pose of the pelvis, align-
ing the 3D centroid of the L. ASIS, R. ASIS., L. SPS,
and R. SPS with the center of the image.

Method 2 : However, a great deal of information about
the 2D image is known, courtesy of the segmentation
and landmark localizations produced by the CNN. A
less naive approach uses detected landmarks to solve
the PnP problem [29] and automatically initializes an
intensity-based registration. The segmentation is used
to apply non-uniform patch weightings in S, and soft-

bounds are applied through a regularization on pose
parameters.

Method 3 : Instead of treating landmark features and
intensity features separately, the detected landmark lo-
cations may be incorporated into a robust reprojection
regularizer for intensity-based registration. The regu-
larizer is defined in (2), with the lth landmark location

in 3D is denoted by p(l)3D, and corresponding estimated

2D location, p(l)2D.

R (✓P ) =
1

2�2
`

NLX

l=1

���P
⇣
p(l)3D; ✓P

⌘
� p(l)2D

���
2

2
(2)

As with the PnP approach, non-uniform patch weight-
ings are applied using the segmentation. Using one of
the estimated 2D landmark locations, the single land-
mark initialization is used to calculate an initial AP
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R. ASIS

R. FH

R. GSN

L. IOF R. MOF
R. IOF

R. IPS L. IPS

L. SPSR. SPS

Fig. 1 Three views of the 6 anatomical structures and 14 landmarks to be annotated in 2D fluoroscopy. All landmarks are
bilateral with left (L.) and right (R.) denoted. The L. hemipelvis is shown in green, the R. hemipelvis in red, L. femur in cyan,
R. femur in orange, vertebrae in blue, and upper sacrum in yellow. Each landmark is overlaid as a purple sphere.

and any sacrum labels inferior to the sacroiliac joint are
discarded. Fig. 1 shows an example 3D visualization of
the individual bone surfaces and the anatomical land-
marks.

Fluoroscopy is collected with a Siemens CIOS Fu-
sion mobile C-arm with 30 cm detector. Images are
1536⇥ 1536 pixels with 0.194 mm pixel spacings. Each
image is cropped by 50 pixels along each border to re-
move collimator artifacts and intensity values are log-
corrected (“bone is bright”).

2.2 2D/3D Registration

Our approach to 2D/3D registration of single-view flu-
oroscopy and CT uses the multiple-resolution, multiple-
component, 2D/3D, intensity-based registration pipeline
introduced in [7]. The registration problem of finding
the rigid poses of the pelvis (✓P ), left femur (✓LF ), and
right femur (✓RF ) with respect to a single fluoroscopic
view, I, is defined by the optimization problem (1),
where P indicates a projection operator creating dig-
itally reconstructed radiographs (DRRs), S indicates
a similarity measure between DRRs and fluoroscopy,
R is a regularization penalizing implausible poses, and
� 2 [0, 1] is a tuning parameter.

min
✓P ,✓LF ,✓RF2SE(3)

�S (P (✓P , ✓LF , ✓RF ) , I)+

(1� �)R (✓P , ✓LF , ✓RF )
(1)

In this paper, S is defined as the weighted sum of nor-
malized cross-correlations of 2D image gradients com-
puted over image patches [22]. For all registrations us-
ing regularization, � = 0.9.

2.3 Training Dataset Creation

The training dataset of annotated fluoroscopy images
is constructed using an automatic 2D/3D registration
of the pelvis and both femurs. Once anatomy is reg-
istered to each image, the 3D segmentation labels and
landmarks are propagated to 2D. Since this registration
is performed “o✏ine,” we use a computationally expen-
sive combination of global search strategies, followed by
several local strategies. Manual inspection is performed
so that images corresponding to failed registrations are
pruned from the dataset. It should be emphasized that,
although this registration is automatic and global, the
amount of computation precludes it from intraoperative
application.

An attempt is first made to register the pelvis us-
ing a mixture of the Di↵erential Evolution [23], exhaus-
tive grid search, Particle Swarm [24], Covariance Ma-
trix Adaptation: Evolutionary Search (CMA-ES) [25],
and Bounded Optimization by Quadratic Approxima-
tion (BOBYQA) [26] optimization strategies at multi-
ple resolutions. Using a combination of the CMA-ES
and BOBYQA strategies, the left and right femurs are
registered once the pelvis is registered. The rotation
components of the left femur and right femurs are in-
dependently estimated, keeping the pelvis fixed at its
current pose estimate. Next, simultaneous optimization
over the rigid poses of the pelvis and both femurs is per-
formed. For each of the preceding registrations uniform
patch weightings were applied for S.

The 2D location of each landmark is obtained by
projecting the corresponding 3D landmark onto the de-
tector. When a landmark projects outside the detector
region, it is identified as not visible in the image.

Each 2D pixel is labeled as the anatomy for which
the corresponding source-to-detector ray intersects. Dis-
crete labels are used to assign a single class of anatomy
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Fig. 1 Three views of the 6 anatomical structures and 14 landmarks to be annotated in 2D fluoroscopy. All landmarks are
bilateral with left (L.) and right (R.) denoted. The L. hemipelvis is shown in green, the R. hemipelvis in red, L. femur in cyan,
R. femur in orange, vertebrae in blue, and upper sacrum in yellow. Each landmark is overlaid as a purple sphere.

and any sacrum labels inferior to the sacroiliac joint are
discarded. Fig. 1 shows an example 3D visualization of
the individual bone surfaces and the anatomical land-
marks.

Fluoroscopy is collected with a Siemens CIOS Fu-
sion mobile C-arm with 30 cm detector. Images are
1536⇥ 1536 pixels with 0.194 mm pixel spacings. Each
image is cropped by 50 pixels along each border to re-
move collimator artifacts and intensity values are log-
corrected (“bone is bright”).

2.2 2D/3D Registration

Our approach to 2D/3D registration of single-view flu-
oroscopy and CT uses the multiple-resolution, multiple-
component, 2D/3D, intensity-based registration pipeline
introduced in [7]. The registration problem of finding
the rigid poses of the pelvis (✓P ), left femur (✓LF ), and
right femur (✓RF ) with respect to a single fluoroscopic
view, I, is defined by the optimization problem (1),
where P indicates a projection operator creating dig-
itally reconstructed radiographs (DRRs), S indicates
a similarity measure between DRRs and fluoroscopy,
R is a regularization penalizing implausible poses, and
� 2 [0, 1] is a tuning parameter.

min
✓P ,✓LF ,✓RF2SE(3)

�S (P (✓P , ✓LF , ✓RF ) , I)+

(1� �)R (✓P , ✓LF , ✓RF )
(1)

In this paper, S is defined as the weighted sum of nor-
malized cross-correlations of 2D image gradients com-
puted over image patches [22]. For all registrations us-
ing regularization, � = 0.9.

2.3 Training Dataset Creation

The training dataset of annotated fluoroscopy images
is constructed using an automatic 2D/3D registration
of the pelvis and both femurs. Once anatomy is reg-
istered to each image, the 3D segmentation labels and
landmarks are propagated to 2D. Since this registration
is performed “o✏ine,” we use a computationally expen-
sive combination of global search strategies, followed by
several local strategies. Manual inspection is performed
so that images corresponding to failed registrations are
pruned from the dataset. It should be emphasized that,
although this registration is automatic and global, the
amount of computation precludes it from intraoperative
application.

An attempt is first made to register the pelvis us-
ing a mixture of the Di↵erential Evolution [23], exhaus-
tive grid search, Particle Swarm [24], Covariance Ma-
trix Adaptation: Evolutionary Search (CMA-ES) [25],
and Bounded Optimization by Quadratic Approxima-
tion (BOBYQA) [26] optimization strategies at multi-
ple resolutions. Using a combination of the CMA-ES
and BOBYQA strategies, the left and right femurs are
registered once the pelvis is registered. The rotation
components of the left femur and right femurs are in-
dependently estimated, keeping the pelvis fixed at its
current pose estimate. Next, simultaneous optimization
over the rigid poses of the pelvis and both femurs is per-
formed. For each of the preceding registrations uniform
patch weightings were applied for S.

The 2D location of each landmark is obtained by
projecting the corresponding 3D landmark onto the de-
tector. When a landmark projects outside the detector
region, it is identified as not visible in the image.

Each 2D pixel is labeled as the anatomy for which
the corresponding source-to-detector ray intersects. Dis-
crete labels are used to assign a single class of anatomy
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Include Landmark Reprojection Into Objective Function

• Landmarks Detected in 2D 
are Shown as Cyan Circles

• Landmarks Projected from 
3D are Shown as Cyan 
Asterisks * 

• Cyan Lines Indicate 
Correspondence

• The Initial Pose Aligns the 2D 
and 3D Left Femoral Head 
Centers
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Objective Function When Combining Landmark Re-
Projection

Line between initialization and ground 
truth is the SE(3) screw motion

Initialization

Ground Truth

Rotation 
Component
s of Screw

Translation 
Component
s of Screw

Objective 
Function Value
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