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Absfmct--This paper presents an adaptive segmentation al- 
gorithm for endoscopic images. It is part of a complete system 
for robot-assisted endoscopy of the human sub-arachnoid spinal 
space. The role of the vision system is to provide a feedback 
for assisting the navigation of the endoscope and helping avoid 
damages to delicate tissues Due to the presence of small blood 
vessels, nerves, and possible fibrosis, a mdti-step approach has 
been followed for segmentation of the lumen (corresponding 
to free space for navigation) and the other tissues. Histogram 
m l y s i s ,  together with bbb  0naIysi.s and a modified implemen- 
tation of the Convex Hull algorithm bring to the isolation of the 
lumen; by means of a&ptive thresholding nerves are isolatcd, 
thresbolding on the hue and sd&n helps in recognizing the 
vessels. A special condition of di@ lumen helps in managing 
doubtful situations. 

Experimental trials have been conducted on video streams 
from endoscopic explorations of animal (pip, spinal cord in-vivo. 
Experimental results show that membranes, vessels, nerves, and 
lumen are recognlzea in a reliable way, so as to contribute to 
robot-assisted endoscopy. 

The sped of the pmcessing resulted compatible with an 
envisaged we in real t i e  support of endoscopic navigation. 

I. INTRODUCTION 
There are many different pathological diseases affecting the 

spinal cord. In addition to traumas, which represent the major 
part, there are aneurysms, tumours, infections, degenerative 
processes and late surgical complications [l]. Medical imaging 
is a non invasive diagnostic technique very often exploited. On 
the other hand, the resolution of the images, with or without 
contrast media is still not comparable with the direct vision 
of the anatomical strnctures f21. Often MRI or CT images are 
not able to provide suflicient useful information for diagnoses 

In [4] we described a new active micro-catheter for the 
exploration of the sub-arachnoid spinal space. The endoscope 
inside the catheter provides the surgeon with a direct vision 
of the spinal canal, but poses important safety issues. In fact 
any contact between the catheter and the delicate shuctures 
present in that environment must be avoided. An automatic 
tool preventing the surgeon from directing the catheter against 
nerve roots and vessels is an essential component of a medical 
system for endoscopic exploration of the sub-arachnoid space. 

In this paper a collaborative system for endoscopic catheter 
navigation is presented, based on the segmentation of the 
images coming form' the endoscope. The aim of image seg- 
mentation is to divide an image into parts that have a strong 

~31. 

correlation with objects or areas of the real world contained 
in the image. A complete segmentutiun results in a set of 
disjoint regions in a biunique relation with the objects in 
the input image, while in a pmtiainl segmentation this exact 
correspondence is not needed. In order to obtain a complete 
segmentation of the input image, essential for navigation 
purposes, a specific knowledge of the environment is necessary 
and must be used in the algorithm. A more detailed description 
of the subarachnoid spinal space is presented in [4]. 
To OUT knowledge, no work has been done in the seg- 

mentation of subarachnoid spinal images. Nevertheless many 
researchers report on the clusterization and segmentation of 
colonoscopic images, aiming at assisted navigation of an 
endoscopic robot in the colon. 

A technique using the Fourier Transform to identify the 
lumen location is described by Kwoh et al. [SI. The method, 
even if effective in identifying the lumen position for a . 
great variety of images, shows-a lack of effectiveness when 
employed on images with artifacts, such as diverticula or 
pockets on the inner walls. 

Khan and Gillies [6] describe a region based segmentation 
method combined with an edge based approach; one of 
the limits of this approach is the fixed threshold used for 
lumen discrimination; some authors ( [71. [81) use Adaptive 
Progressive Tbresholding (AI11 to overcome this problem. 
Performances are good but the computational complexity of 
this approach is very high. 

A faster method to exuact the lumen from grayscale en- 
doscopic images is proposed by Kumar et al. [9] and Asari 
[lo]: it consists of a two-phase algorithm, in the first phase, 
a quasi-region of interest indicating the lumen is extracted, 
using an APT approach Differential Region Growing (DRG) 
is then used to segment the actual lumen. 

All the methods presented above can be applied to grayscale 
images only. Indeed, important information are conveyed by 
color. A computationally efficient segmentation technique for 
endoscopic color images is described in [ll]: the image is first 
segmented using a peak-finding algorithm on a 2-D histogram 
of homogeneity and intensity values, and then the information 
on the hue is used to complete the process. In ow case this 
approach has proven to fail in the recognition of vessels and 
nerves inside the lumen. 

Krishnan et al. [121 propose a fuzzy rule base approach for 
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the labelling of colonoscopic images. 
In this paper, we describe a segmentation algorithm for color 

endoscopic images of the spinal canal. From a navigation point 
of view there are significant differences with colonoscopic 
images: the lumen is not normally convex and anatomic 
structures like nerves and blood vessels can exist in front of the 
camera inside the lumen itself, thus making the development 
of a reliable segmentation algorithm a challenging task. 

Lumen, walls, nerve roots and blood vessels are recognized 
in real time, thus allowing a thorough understanding of the 
scene. This is the first step to approach the development of 
an automatic obstacle-avoidance module for a vision-driven 
spinal endoscopy system. 

11. METHODS AND IMPLEMENTATION 

In fig.1. two endoscopic pictures are presented, in which 
al l  the elements that must be segmented can be seen: walls 
(pia mater and dura mater), nerve roots, blood vessels and 
lumen. In particular, the second image will be referred to in the 
following of the paper to make the description of the different 
phases of the algorithm clearer. 

(a) Endoscopic im- 
age of the pia mater 
and a blwd vessel. 

with the previously segmented image for the isolation of 
possibly present blood vessels in the lumen region. 

In the following, each phase is described in detail: the titles 
of the paragraphs and the names of the corresponding boxes 
in the flowchari of fig.2 are the same. 

Fig. 2.  Row diagram of the segmentation algorithm 
(b) Endoscopic image used as example 
in the algorithm description. In p d c -  
ular, a blwd effusion and a nerve an 
visible. A. Adaptive histogram pre-processing 

Fig. 1. Two examples of spinal subarachnoid endoscopic images. 

The segmentation process consists of several phases, as 
represented in fig.2. 

An adaptive histogram based segmentation is first applied to 
the luminance component of the input image, looking for the 
(dark) lumen. Several nonconnected regions might be labeled 
as lumen because of possibly present vessels or nerves. If the 
size of at least one of the regions labeled as "lumen" is wide 
enough, the overall shape of the lumen is reconstructed and a 
search for nerve roots is performed inside the lumen-labeled 
region. If not, a search for a brighter and veiled region (called 
diny lumen) is performed for a deeper description of this 
concept, see sect.II-E. 

In the next step a segmentation on the Hue and Saturation 
components of the input image is performed, and used together 

The histogram of the luminance component of the image is 
computed, and a smoothing average filter (on a five pixel long 
sliding window) is applied to it. The averaged histogram will 
be referred to in the following by the notation h[i] (i is the 
gray level, fmm 0 to 255). h[i] for the example input image 
is reported in fig.3(a). 

Local minima are then looked for in h[i] [ 111: the luminance 
level i corresponds to a local minimum iff 

(h[i] < h[i - l])AND(h[i] 5 h[i + 11) 
The particular combination [< ; 51 of logical operators in 

the previous condition comes from the imperative of not over- 
estimating the detected lumen size: in fact the aim of this 
histogram analysis phase is to extract a list of significant local 
minima, and among them to choose the most indicated one for 
thresholding the image. For safe navigation purposes. it would 
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be very dangerous to over-estimate the size of the lumen, much 
better to consider it smaller than the real one, so keeping the 
lowest thresholding level among a list of equally valued local 
minima In fig. 3@) the minima found up to this phase are 
visible. 

(a) Smwthed histogram of 
image in I 

(c) Histogram after adjacent 
minima redvction 

(b) Selected Id minima in 
the histogram of fig 3(a) 

(d) Final set of minims 

Fig. 3. phases of the lumen finding pmccss 

In the following, the process of lowering the number of 
minima is described. Let's define minsk] the dynamic vector 
containing the luminance value of the local minima of h[i]. 

If two adjacent minima are separated by no more than 15 
units on the luminance axis, only one of them must survive ( 
[ll]) and classical algorithms save the lowest; OUT approach is 
to keep the minimum whose index is mins[k] if the condition 

h[m~ns[k]] 5 0.85. h[mins[k - 111 (1) 

is verified if not. the index mins[k - 11 is kept. The reason 
of this choice is once more to keep as low as possible the 
possibility of overestimating the size of the lumen. In fig.3(c) 
the behavior of t h i s  processing phase on the histogram in 
fig.3(a) is shown. 

The attention is then posed on possible peaks between two 
adjacent local minima. Between two valleys there is a peak if 

the condition 

50.75 (2) 
(h[mins[k - 111 + h[mins[k]])/Z 

havg 
is satisfied [ll],  where havg is the average value of the 
pixels between the two valleys. If a peak is present, the index 
rnins[k - 11 is kept; if not, a condition on the two amplitudes 
states which one of the two valleys has to be kept: if 

h[mins[k]] 5 0.85. h[mins[k - 111 (3) 

mins[k - 11 is eliminated: this is the case when there are 
much less pixels having intensity mins[k] than those having 
intensity mins[k - 11. 

In fig.3(d) the dots correspond to the final valley set used 
in the following segmentation phases. 

B. Research for lumens 

The input image is binarized using as threshold the highest 
valley whose luminance value is less than 65. This value has 
proven to he the most adapt for many endoscopic images. 
Morphological opening and closing operations are applied to 
remove small white and black areas. The gray level of the 
hinarized image is used as homogeneity criterion for a region 
growing segmentation algorithm [13]. A region of adjacent 
pixels satisfying the homogeneity criterion is called blob. The 
blobs corresponding to the lumen are isolated, hlohs whose 
size is less than a given fraction of the input image size are 
discarded. 

If the size of any of the isolated lumen blobs is big enough, 
the lumen is said to be "non-existent" and the algorithm looks 
for a possible "dirty lumen" (see sect. &E). 

If some blobs labeled as lumen have been isolated, the next 
step is the reconstruction of the whole lumen shape. In figA(b) 
the regions segmented as lumen are shown in black, with 
respect to the original input image in fig.qa). 

(a) Input image. (b) 'Zumcns" regions 

Fig. 4. Fmt segmentation step 

Once the lumens have been recognized, several approaches 
can he followed to recognize nerves, vessels, and walls. 

At first, we have attempted to segment the image using 
combinations of luminance and hue [ l l ]  characteristic of the 
different structures listed above, without success. 
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An edge-based segmentation [141 failed because of common 
features of subarachnoid endoscopic images: they show very 
smooth edges, and boundaries between different areas are 
often very difficult to detect. 

A three step hybrid approach has then been implemented to 
overcome these difficulties: all the regions labeled as lumen 
are connected, and the segmentation starts from this area; then 
nerves are isolated inside this region; the outer regions are 
labeled as walls; at the end blood vessels are detected. 

C. Reconsmrction of the complete contour of the lumen 
In order to find the overall lumen shape in spite of the 

possible structures that can partially occlude it (see sect: II- 
B), a morphological algorithm has been developed; it is a 
simplified and modified implementation of the "Convex Hull" 
algorithm, whose roots can be found in the computational 
geometry [15]. 

In the bi-dimensional case, "Convex Hull" algorithms deter- 
mine, given a set of points P, the smallest 2D convex polygon 
that contains all the points in P. In our case the set P can be 
made up of the boundary points of all the regions labeled as 
lumen. 

As already said, the overall lumen in subarachnoid endo- 
scopic images can often show a certain degree of concavity, 
due to the anatomy of the space. This seems to be in contrast 
with the algorithm used for its reconstruction: since the 
concavity, for the same anatomic reasons, can never exceed 
a given (low) value, the Convex Hull algorithm was modified 
so as to allow a given amount of concavity in the lumen shape. 

The computational complexity of the original Convex Hull 
(O(n log(n))) is not compatible with a real-time implementa- 
tion. A faster approximated implementation has been chosen 
(see [15]); moreover the border has been sub-sampled for even 
faster execution. The computational cost of the implemented 
algorithm is O(n). 

c .  

(a) Complete lumen neon- 
smcted by the Modifid Con- 
vex Hull algorithm 

@) Segmented image in 
which walls (in white). lumen 
(in black) and rime (in gray) 
BIT visible 

Fig. 5. Second and third scgmcnlation steps: cornpletc lumn and nerve mot. 

As already said, the lumen could be slightly concave, not 
only for anatomical reasons: the local concavity could also 

be due to artifacts caused by reflections of the smctures 
around the lumen. For these reasons the condition that controls 
the convexity of the region being built has been relaxed. A 
parameter of the algorithm controls the amount of concavity 
that can be tolerated. An example of concave lumen contour 
is visible in fig.5(a). 

D. Research for nerves inside the lumen 

With respect to the same picture, the white blobs are looked 
for; since the lumen's contour has been depicted in black, the 
white blobs which fall inside the lumen outline are recognized 
as distinct from the white blob who falls outside the lumen 
outline (labeled as "wall"). A selection on the white regions 
internal to the border discards all the regions whose size is less 
than a given fraction of the input image size. The remaining 
blobs are labeled as nerves. It is a temporary labeling, because 
some of them, in the next segmentation phase, could be 
identified as vessel (see sect.II-F). 

In figure 5(b) the extracted nerve is visible in gray. 

E. Research for  the " D i e  lumen" 

Many of the images processed by the authors during sub- 
arachnoid spinal endoscopies are blurred, due to both semi- 
transparent stmctures lying in front of the endoscope camera 
and the presence of unpredictable disturbing reflections. In 
such a context, the lumen often appears much more bright than 
in the clearly visible images, with brightness levels usually 
owned by nerves, walls and veins, so that it is not always 
possible to extract the lumen regions by using the method 
described in the section (see sect:II-B) 

The adopted solution is to perform a thresholding operation 
with threshold values slightly greater than those employed for 
the detection of clear lumens. In particular, threshold is given 
by the greatest luminance value among those less than 130 
contained in mins[k]. In this manner, even if the value 130 is 
fixed, an adaptive behavior that depends on the result of the 
luminance histogram analysis is obtained. men  the regions 
extracted from the image are, made more homogeneous by 
means of opening and closing operations. Among all the 
selected regions, only those with a sufficiently wide area are 
considered. For a given image, we say that the dirty lumen 
exists only if at least one image portion which passes the 
above mentioned selections is found. 

It is imprtant to notice that we do not give any label 
to the selected dirty lumen. It is as if the algorithm asked 
for further information on a particular region which has 
not been recognized but that could reveal, by making some 
advancement of the catheter, the existence of a lumen. It is a 
suggestion for the future direction of the catheter. 

As the endoscopic image used as example in the paper has 
a clearly visible lumen, the dirty lumen detection has been 
shown by introducing another endoscopic image, presented in 
fig.6(a). The black contour drawn in fig.60) represents the 
perimeter of the detected dirty lumen region. 
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(a) Sample input image. (b) Region labeled as ”Diny 
L W ” ”  

Fig. 6. 
defined images 

Example of the behavior of the algorithm in presence of not well 

E Research for vessels 
The extraction of the vessels can be accomplished by 

searching for the red portions of the endoscopic image. The 
HLS color space has been used, as usual when the human 
perception of the colors is involved in the processing ( [16], 

In our approach, both the Hue and the Saturation compo- 
nents of the input image have been used in fact, since the 
vessels in endoscopic images are rarely pure-red colored and 
phenomena of reflexions of the camera light are common, a 
segmentation based uniquely on the Hue component is not 
sufficient. . 

After an examination of a vast set of endoscopic images, 
appropriate thresholds for the Hue and Saturation were chosen. 
The Hue has been used to capture al l  the small variations of 
red color usually present in a vessel, while the limitations 
introduced for the saturation are used to discard the regions 
having a not sufficient quantity of red. In fig.7@) the extracted 
red portion of the sample endoscopic image is represented in 
light gray. 

However, as the perceived color strongly depends on the 
reflection angles of the illuminating light ray on the vessel sur- 
face, the whole vessel region cannot sometimes be extracted. 
Reminding that in sec.lI-D all the non-lumen regions which 
fall inside the lumen contour have been temporarily labeled 
as ”nerve”, it is possible, now, to verify if a significant spatial 
overlap between each one of these nerve-labeled regions and 
the extracted red portions exists. In particular, if the size of the 
overlapping region is larger than 90% of the ”vessel” region, 
or larger than 40% of the ”nerve” region, the particular area 
is given the label ”vessel” and the area previously defined as 
”nerve” becomes ”vessel”. 

~171). 

111. EXPERIMENTAL RESULTS 
The algorithm has been thoroughly tested on video streams 

from endoscopic explorations of animal (pig) spinal cors in- 
vivo. Experimental results showed the complete accordance 
with classification made by medical doctors. Some of the 

(a) Original input image. @) Completdy segmented 
image. 

Fig. 7. Last step of the segmentation process. 

results have been shown in the previous pictures, in sect.& 
other segmented images are reported in fig.8 and fig.9 in 8(a) 
two nerve fibers are detected inside the lumen, in which three 
non-connected “safe” navigation areas are isolated, in 8(b) a 
blood vessel runs along the dura mater, lumen is detected as 
well; in 9(a) and 9@) images are too blurred to “safely” detect 
lumen, and the the blue-bordered area is labeled as “dirty 
lumen”; in 9(a) a vessel is detected. In these images the white 
cross indicates the centroids of the “lumen” or “dirty lumen” 
segmented regions. 

(a) (b) 

Fig. 8. Samples of segmented endoscopic images (1) 

Experimental trials of the whole robotic system have been 
conducted during the mentioned ex-vivo and in-vivo experi- 
ments. 

The implemented version of the algorithm draws borders 
over the original image, to help in realizing an ”augmented- 
reality” environment. In fig.10 is reported a screenshot of the 
display during a real endoscopy on a pig. 

The proposed algorithm has proven to have good perfor- 
mances in terms of both accuracy in the segmentation of 
images and computation time. 

The computing system was composed of a desktop PC 
equipped with a Matrox ”Orion” frame-grabber and ”Matrox 
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Fig. 9. Samples of segmented endoscopic images (2) 

Imaging Libraries”. The time needed for segmenting the input 
image is around 6oms. 

Fig. IO. Segmentation bordm superimposed 10 the input image 

IV. CONCLUSION AND FUTURE WORK 

We proposed a multi-step adaptive algorithm for segmenting 
endoscopic images of the spinal sub-arachnoid space. 

It is the first module of an assisted navigation system for 
the exploration of the human sub-arachnoid space. Due to the 
extremely delicate structures present, the constraints in terms 
of safety are strong: the algorithm bas proven to have a defined 
and predictable behavior in glmost all the situations a normal 
endoscopy can present. 

Our next step is the application of the algorithm in support 
of the navigation, in order to provide the system with a percep- 
tion of the three-dimensional environment: vessels, nerves and 
walls have to be perceived in a 3-D space, in order to assure 
a safe behavior and to provide the surgeon with an effective 
help in avoiding dangerous collisions. 
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