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PAPER ONE: 

Title: Constrained Cartesian Motion Control for Teleoperated Surgical Robots 

Authors: Janez Funda, Russell H. Taylor, Benjamin Eldridge, Stephan Gomory, Kreg G. Gruben 

Summary: In this paper, the optimal motion control of teleoperated surgical robots confined in a limited 

workspace is discussed. The problem is focused on determining which degrees of freedom at hand 

optimally. In this method the desired motion is defined as separate tasks in different coordinate frames 

subject to additional linear constraints. So the control problem proposed is minimizing some objective 

function using quadratic optimization techniques subject to some constraints. 

 

In the motivation of the problem, laparoscopic surgery is given as an example due to its limited 

workspace. In this kind of surgeries, known as minimally invasive surgery in robotics world, the surgeon 

performs the surgery by inserting some tools into the abdomen part of the body through a single hole. 

This procedure is the best example of RCM mode of operation.  

 

In analyzing the method discussed, the paper gives an example of RCM procedure in forming the 

optimization function and forming the constraining matrices. In this example the problem is: given the 

desired Cartesian displacement of the gaze frame: "∆��� = [�, 	, 
, 0,0,0]
, what is the appropriate robot 

motions which will move the gaze center to the new location while  enforcing a number of constraints. 

Below is how this mathematical approach works: 

 

1) Specifying Task Frame Objective Functions and Constraints:  

Let us first Giving a tolerance, ��, to hit the target location such that: 

���∆��[1]∆��[2]� �∆���[1]∆���[2]��� ≤ ��                (1) 

where ∆��� and ∆�� are the desired and actual gaze displacements. 

(1) can be approximated as a family of linear equations of the form: [cos���� , sin���� , 0,0,0,0]
�∆�� − ∆����  ≤ ��    (2) 

and this can be rewritten in the form: 



 �∆�� ≥ ℎ�                       (3) 

in which dim{Hg}= n x 6 and dim{hg }= nx1. 

  

If one also wants to minimize the rotational error about the z-axis which is the viewing axis of the 

surgeon, then we need to minimize #∆��[6] − ∆���[6]# subject to above constraints. In doing this a 

weighting diagonal matrix is formed, such that the coefficient of the matrix corresponding to each 

actuator will penalize the actuator motion proportional to these coefficients. So in doing this we have 

another function to be optimized such that: 

%&��∆�� − ∆����%                (4) 

where Wg is a diagonal matrix specifying relative importance of each actuator. 

 

In the paper presented two more constraints, He, Hj representing the end effector constraint and joint limit 

constraint are defined. Moreover, two more diagonal weighting matrices, We, Wj representing 

minimization of the end effector movement and minimization of the total joint motion, in forming the 

objection function matrix are defined. 

 

2) Putting All Together : 

If all defined matrices are combined in a single equation the objection function and the constraint 

inequality equations become: 

'(&� &) &*
+ ,-.�/��.�/�)0 1 ∆/ − -�∆���00 12'     (5) 

 

( �  )  *
+ -.�/��.�/�)0 1 ∆/ ≥ (ℎ�ℎ)ℎ*

+        (6) 

 

These set of equations are solved numerically for the set of actuator displacement values. 

 

3) Assignment of Optimization Weights: This part is important in assigning weighting coefficients for 

each actuator for a specific purpose of an optimization process. In this part the weighting factors are 

divided into two parts such that: 34[5] = 64[5]74[5]     (7) 



where uf[i] stands for relative importance of minimizing the objection function for a particular DOF 

and vf[i] provides a scaling factor to adjust dimensionality and it takes care of the differences between 

the translational and rotational errors. 

 

In the paper, it gives results for a sample experiment in which the above mathematic expressions are 

replaced with a real RCM operation robot having redundant DOF and it is seen that the results are 

pretty satisfactory except for the pivot-gaze trajectories in which the DOF being used is not enough 

for that particular goal.  

 

In the following part of this paper it explains their software tools in implementing such algorithm, 

however; since this part is unrelated with my project I skipped this part in this paper review.  

 

Critique:  

• This technique is useful for surgical systems for which the robot motion is slow compared to its 

internal loop so that one can approximate the incremental joint motion as joint velocities in that 

specified period of time. 

• The paper also gives an example of RCM process which is very informative in showing how it 

works, besides it also shows the cases in which the algorithm fails and this is very useful for the 

users to avoid such cases in his/her programs. 

• The algorithm needs a good initial guess for the initial position of the robot. However, its 

importance is overlooked in the paper. 

• User must be careful in task-deficient operations as in the case of RCM mode operation since the 

required position may not be achievable with such constraints.  

 

Relevance: The system to be developed has 7+4=11 degrees of freedom. So the system is already 

kinematically redundant such that, for 3 translational and 3 rotational unknowns (x, y, z, Rx, Ry, Rz) there 

are 11 variables to be determined.  

 

The LARSnake robot motion can be classified as: 

1) Coarse Motion 

2) Fine Motion 

 



In coarse motion, the snake will not move so the system will turn out to be 7 degrees of freedom LARS. 

So in implementing the constrained optimization algorithm, in developing the objection function matrix 

the coefficients of the snake actuators should be penalized more such that they should be larger. 

 

In fine motion, it is aimed that x, y, z axis actuators will not move and the system will be an 8 dof system. 

In this motion RCM mode operation can also be developed as given as an example in the paper. 

 

In the optimization problem,8|:∆/ − ;|8 is the objection function under the constraints <∆/ − = ≥ 0. As 

noted above the first critical part of the implementation process is the forming the objection “A and b” 

matrices. The first part of the “A” matrix will be made of the combined Jacobian of the system under 

concern. Below this, the weights of each actuator will reside diagonally. Depending on the type of the 

motion described above the penalization constants will differ. Likewise, the first part of the “b” column 

vector will be 6x1 the desired position and orientation of the end effector. Below it there will be zero. 

 

Now that the objection function is formed, the next job is the formation of the constraint matrices “C” and 

“d”. In snake side of the system, the constraints play a very important role because the capabilities of the 

snake robot are limited. It can bend around -45, +45 degrees from its equilibrium point so certain 

constrains are needed in order not converge to a value out of this range. In snake currently it is planned to 

be implemented: 

1) Snake Joint Positive Limit Constraint 

2) Snake Joint Negative Limit Constraint 

3) Snake Joint Positive Rate Limit Constraint 

4) Snake Joint Negative Rate Limit Constraint 

5) Backbone Rate Constraint 

 

Besides, in RCM mode certain constraints at the LARS side of the robot should be put. In doing that, the 

objection Jacobian should be changed such that the Jacobian should be recalculated at the RCM point. 

Again in this motion Cartesian axis actuators of the LARS side should be penalized more in order the 

keep that RCM point at a fixed location in space. 

 

 

 

 

 



 PAPER TWO: 

Title: Constrained Control for Surgical Assistant Robots 

Authors: Ankur Kapoor, Ming Li, Russell H. Taylor 

Summary: As a follow up to the previous paper, this paper proposes a technique to implement virtual 

fixtures for surgical assistant robots. In this paper, using a weighted multi-objective linear and nonlinear 

constraint optimization framework, virtual environment fixture libraries are formalized for different tasks. 

Also an introduction to the concept of “soft tissue” is utilized in the development part of the experiment. 

 

In this concept the writer divides the reaching space of the end effector into three different regions: 

1) Preferred Region 

2) Safety Region 

3) Forbidden Region 

Preferred region can be described as the goal region that we want to reach, and safety region can be 

thought as a region in which the end effector can reside temporarily. This region is also defined as a “soft 

fixture”.  

 

As also can be seen in the previous paper, the most common form of the constraint optimization problem 

is: 

∆/>?� = arg  < C��/ + ∆/�, E, ��F∆G?HI     (8) 

under the constraints: :���/ + ∆/�, E� ≤ ;         EJK ≥ E ≥  ELMN ≥ 0       ∆/JK ≥ ∆/ ≥ ∆/LMN    (9) 

where < C��/ + ∆/�, E, ��F is the objective function, and :���/ + ∆/�, E� ≤ ; represents the constraint 

conditions. The inclusion of “s”, which is a vector of slack variables (a vector of constants which changes 

an inequality equation into equality) , provides a means of implementing the “soft” constraints. 

 

For complicated fixtures, which include many sub fixture tasks, (8) and (9) can be rewritten as: 

∆/>?� = arg  ∑ 3H<H  C�H�/ + ∆/�, EH, �H�FIHPQ∆G?HI     (10) 

under the constraints: :H��H�/ + ∆/�, EH� ≤ ;H          EH,JK ≥ EH ≥  EH,LMN ≥ 0       ∆/JK ≥ ∆/ ≥ ∆/LMN       5 = 1, … S       (11) 

So with this method a couple of optimization problems can be solved simultaneously. In the paper to 

explain this procedure in detail a movement (or an optimization problem) is divided into five different 

tasks: 

1) Stay on a point 



2) Maintain a direction 

3) Move along a line 

4) Rotate along a line 

5) Stay above a plane 

As can be understood, each task has its own constraints and own objective function. For each task frame 

the objective function becomes: 

 

  (12) 

 

 

In defining subtasks the paper follows the following order: 

Step 1: Describe an incremental motion based on the input 

Step 2: Decompose the task into task primitives  

Step 3: Use the robot and the task kinematic equations and form the new constrained optimization 

problem.  

Step 4: Solve the problem using linear or non linear numerical techniques.  

 

In solving the problem defined above, it is shown that linear approximations in forming the constraints 

increase the speed of convergence at the cost of reduced accuracy. In the paper, this trade off is shown as 

hyper planes which simulate a sphere. As the number of hyper planes increased, the resulting shape 

becomes closer to a sphere while it adds more complexity to the problem. 

 

In the next part of the paper, an experiment on the JHU Steady-Hand robot having 7 DOF is examined. In 

the experiment, the tip of the tool, which passes through a port, forced to follow a sinusoidal path. It is 

seen that as the number of hyper planes increased the elapsed time of the algorithm increased as well as 

noted in the theory section of this paper. Also the effect of softness on the convergence is examined in the 

experiment section of this paper. It is noted that soft virtual fixtures enable a surgical tool to have some 

freedom inside safety regions. 

  

Critique and Relevance: 

• It is gives an insight about the trade-offs in results between linear and nonlinear constraint 

formations. 

• In motion planning for future work, I may benefit dividing the task at hand into subtasks and 

giving weights to each task in reaching a solution.   



• Compared to the previous paper, it suggests a solution to initial ‘good guess’ requirement: using 

linear approximation results.  

• Again in this paper it is assumed that the robot motion is slow compared to its internal loop so 

that one can approximate the incremental joint motion as joint velocities in that specified period 

of time. 


