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Abstract—Three-dimensional (3-D) ultrasound (US) is an emerging new technology with numerous clinical
applications. Ultrasound probe calibration is an obligatory step to build 3-D volumes from 2-D images
acquired in a freehand US system. The role of calibration is to find the mathematical transformation that
converts the 2-D coordinates of pixels in the US image into 3-D coordinates in the frame of reference of a
position sensor attached to the US probe. This article is a comprehensive review of what has been published
in the field of US probe calibration for 3-D US. The article covers the topics of tracking technologies, US
image acquisition, phantom design, speed of sound issues, feature extraction, least-squares minimization,
temporal calibration, calibration evaluation techniques and phantom comparisons. The calibration phan-
toms and methods have also been classified in tables to give a better overview of the existing methods.
(E-mail: laurence@bic.mni.mcgill.ca) © 2005 World Federation for Ultrasound in Medicine & Biology.
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INTRODUCTION

Ultrasound (US) is an appealing imaging modality because
it is relatively inexpensive, safe, noninvasive, compact,
portable and can image in real-time almost any body tissue.
For these reasons, US is widely used and even gaining
popularity in fields such as intraoperative imaging. Conven-
tional US is a 2-D modality, in contrast to computed to-
mography (CT), magnetic resonance imaging (MRI) and
other modalities that are volumetric. Three-dimensional
(3-D) US is an emerging new technology that has many
advantages over 2-D imaging: it allows the direct visual-
ization of 3-D anatomy; 2-D slice views can be generated at
arbitrary orientations; and volume and other measurements
may be obtained more accurately. Measuring the volume of
the prostate (Crivianu-Gaita et al. 1997; Hoffmann et al.
2003), monitoring fetal development (Kelly et al. 1994) or
evaluating brain shift during neurosurgery (Comeau et al.
2000; Unsgaard et al. 2002) are examples of applications
for 3-D US. For a more detailed list of applications, refer to
Nelson and Pretorius (1998).
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DThere are four general methods to construct an US
volume. They are classified into the following categories:
1. constrained sweeping techniques, 2. 3-D probes, 3.
sensorless techniques, and 4. 2-D tracked probe (also
known as “freehand”) techniques. They can be described
as follows:

1. The constrained sweeping systems are characterized
by a spatially predefined, constrained sweeping of the
entire 2-D probe body that can be accomplished with
a motor attached to the probe. Slices are generally
either acquired in a wedge (fan-like) pattern, in a
series of parallel slices (translation, as for MRI/CT),
or with a rotation around a central axis (Fenster and
Downey 2000).

2. 3-D US probes usually consist of 2-D arrays that
allow explicit imaging in 3-D. These probes are rel-
atively large and expensive in comparison with 2-D
probes and their image resolution is not as good as
their 2-D counterparts; refer to Light et al. (1998) for
more information. Other 3-D probes can be either
mechanically or electronically steered within the
probe housing. An annular array producing a thin US
beam can be accurately controlled by an internal
mechanical motor in 2-D, to obtain a 3-D volume

with high resolution. 2-D probes can also be electron-
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ically steered within the image plane to increase the
field-of-view (FOV), as in Rohling et al. (2003).

3. The sensorless techniques attempt to estimate the 3-D
position and orientation of a probe in space. Pennec et
al. (2003), for example, proposed a system where a
time sequence of 3-D US volumes is registered to
play the role of a tracking system. Sensorless tracking
can be done by analyzing the speckle in the US
images using decorrelation (Tuthill et al. 1998) or
linear regression (Prager et al. 2003). However, Li et
al. (2002) found that it was impossible to accomplish
real freehand scanning using only speckle correlation
analysis. Although the Prager et al. (2003) results are
encouraging, their sensorless approach is still far from
the accuracy obtained with tracked probes.

4. Freehand systems allow image acquisition with un-
constrained movement. They generally consist of a
sensor (attached to a probe) that is tracked by a device
that calculates the sensor’s position and orientation at
any point in time. This information is used to compute
the 3-D coordinates of each pixel of the US images.
Locating US images within a tracked coordinate sys-
tem opens up a new world of possibilities: the images
can be registered to a patient and to images from other
modalities (Arbel et al. 2001; Brendel et al. 2002;
Comeau et al. 2000; Dey et al. 2002; Lindseth et al.
2003b; Lindseth et al. 2003c). All the tracking devices
used for freehand systems work in a similar manner:
the device tracks the position and orientation (pose) of
the sensor on the probe, not the US image plane itself.
So, an additional step must be added to compute the
transformation (rotation, translation and scaling) be-
tween the origin of the sensor mounted on the probe
and the image plane itself. The process of finding this
transformation is called calibration and is the focus of
this article.

The objective of this paper is to review what has
been published in the past 10 years in the field of cali-
bration techniques for freehand 3-D US systems. The
first section of this article covers the tracking technolo-
gies and the second section covers the acquisition of US
images. The third section introduces calibration and all
aspects of the problem. The fourth section discusses the
methods used to test the calibration. Finally, the fifth
section summarizes the results obtained by the different
research groups. The main contribution of this paper is
the comprehensive review and classification of all the
different calibration techniques.

TRACKING

There are four common technologies to track med-
ical instruments, 1. mechanical, 2. acoustical, 3. electro-

magnetic, and 4. optical. The role of a tracking system in
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the context of 3-D US is to determine the position and
orientation of a sensor attached to the US probe. After
calibration is performed, every pixel in each 2-D image
is mapped in the 3-D coordinate system of the tracking
device to reconstruct a geometrically correct volume. In
the following paragraphs are brief descriptions of the
four tracking technologies. For more details on any of
them, refer to Meyer and Biocca (1992) or Cinquin et al.
(1995).

Mechanical technologies
Mechanical localizers were the first tracking sys-

tems to be used. They are articulated arms with tip
positions that can be determined by the angles formed by
each joint. The FARO surgical arm (FARO Medical
Technologies, Orlando, FL) is an example of this tech-
nology. Mechanical arms are accurate, but can only track
one object at a time, which can be a limitation during
surgery when multiple tools may be tracked simulta-
neously. Most importantly, they are cumbersome. This
has led to the use of other tracking technologies below.

Acoustical technologies
Acoustical position trackers are composed of speak-

ers (emitters) that emit US waves that are detected by
microphones (receivers). There are two approaches: time
of flight (TOF) systems measure the propagation time of
the sound waves from the emitters to the receivers and
phase-coherent (PC) systems deal with phase difference
to compute relative positions. These systems are affected
by variations in temperature, pressure and humidity, all
of which affect the propagation speed of sound in air.
They also require lines of sight between the speakers and
microphones.

Electromagnetic technologies
The idea behind the electromagnetic system is to

have a receiver placed on a probe that measures the
induced electrical currents when moved within a mag-
netic field generated by either an alternating current (AC)
or direct current (DC) transmitter. The AC and DC
devices are both sensitive to some types of metallic
objects placed too close to the transmitter or receiver,
and to magnetic fields generated by power sources and
devices such as cathode-ray tube monitors. Therefore,
both types of electromagnetic systems are challenging to
use in an environment such as an operating room, where
various metallic objects are moved around in the field
(Birkfellner et al. 1998). The two metal-related phenom-
ena that influence the performance of electromagnetic
tracking systems are ferromagnetism and eddy currents
(Kindratenko 2000). Ferromagnetic materials (e.g., iron,
steel) affect both AC and DC systems, because they

change the homogeneity of the tracker-generated mag-
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netic field, although the DC systems may be more sen-
sitive to these effects (Birkfellner et al. 1998). In con-
trast, the AC technology is more affected by the presence
of good conductors such as copper and aluminum be-
cause of distortions caused by eddy currents (Birkfellner
et al. 1998). DC systems minimize the eddy-current–
related distortions by sampling the field after eddy cur-
rents have decayed. Refer to Rousseau and Barillot
(2002) for further comparisons of AC and DC localizers.

Optical technologies
The general idea with optical tracking is to use

multiple cameras with markers distributed on a rigid
structure, where the geometry is specified beforehand. At
least three markers are necessary to determine the posi-
tion and orientation of the rigid body in space. Additional
markers allow a better camera visibility of the tracked
object and improve the measurement accuracy. In addi-
tion, both the visibility of the tracked object and the
accuracy of its 3-D position and orientation are highly
dependent on the position of the markers. Refer to the
paper of West and Maurer (2004) for more details. The
markers can be infrared light-emitting diodes (active
markers) or infrared light reflectors (passive markers) in
the shape of spheres or discs. Both passive (Lindseth et
al. 2003c) and active (Treece et al. 2003) markers have
been used for calibration and tracking of medical instru-
ments. To make a distinction between the markers on the
tools, a different strategy is used for each technology.
The passive markers are placed asymmetrically on the
rigid body, which leaves no ambiguity as to the orienta-
tion of the tool. Therefore, to track multiple objects
simultaneously using passive markers, the spatial con-
figuration of markers attached to each object must be
both asymmetrical and unique. Each tool with active
markers must be wired to a control unit that cyclically
activates the diodes. If more than one active tool is used,
each will fire in its own time frame, allowing the same
geometry to be used multiple times.

There are two types of camera systems, the two-
camera models such as the Polaris by NDI (Northern
Digital, Toronto, ONT, Canada) and the three-camera
models such as the Optotrack by NDI or the FlashPoint
5000 (Boulder Innovation Group, Inc., Boulder, CO)

Table 1. Accuracy of four trackin

Models

Polaris passive or active (NDI) Position: 0.76 mm r.m.s.; Orient
Optotrack 3020 (NDI) 0.1 mm r.m.s. for x, y coordinat
Fastrack (Polhemus) Position: 0.76 mm r.m.s.; Orient
Flock of Birds (Ascension) Position: 1.8 mm r.m.s.; Orienta
used by Welch et al. (2000).
D A
RTI

CLE

Comparing the electromagnetic and optical technologies
The most popular tracking devices used for calibra-

tion have been the AC electromagnetic models by Pol-
hemus (Polhemus Incorporated, Colchester, USA)
(Barry et al. 1997; Carr 1996; Prager et al. 1998b), the
DC electromagnetic models by Ascension (Ascension
Technology, Burlington, USA) (Berg et al. 1999; Boctor
et al. 2003; Leotta 2004; Liu et al. 1998; Pagoulatos et al.
2001; Rousseau et al. 2003b), the Polaris optical tracker
by NDI (Bouchet et al. 2001; Gobbi et al. 1999; Lindseth
et al. 2003c; Treece et al. 2003) and NDI’s Optotrack
optical tracker (Blackall et al. 2000; Kowal et al. 2003;
Muratore and Galloway 2001; Sato et al. 1998; Zhang et
al. 2002). The discussion below will, thus, focus on these
technologies in particular. For simplicity, the word “sen-
sor” will be used through the article to identify both the
receiver in an electromagnetic system and the rigid body
with markers in an optical tracking system.

The choice of one technology over another depends
on the type of utilization and the environment in which
the tracking system will be used. The accuracy require-
ments also vary with the clinical application. For exam-
ple, navigation during brain surgery usually requires
higher accuracy compared with routine fetal examina-
tions. Both the optical and electromagnetic systems have
their strengths and limitations. One of the first major
issues is accuracy. For a general idea, the accuracies, as
reported by the manufacturers of the four most used
models for tracking medical instruments, are found in
Table 1. Caution must be taken when comparing the
accuracy of the different models because the statistics
given are often not equivalent. The Polaris and Opto-
track, for example, are both manufactured by NDI, but
no comparable accuracy measures are given to compare
the two. For more detailed statistics on accuracy of the
Polaris, refer to Wiles et al. (2004).

Chassat and Lavallée (1998) and Schmerber and
Chassat (2001) compared four different optical systems
in various conditions, the Polaris (active and passive),
the Optotrack 3020 and the Flashpoint 5000. They found
considerable differences between the passive and active
systems, unlike that reported by the manufacturers
(Wiles et al. 2004). The authors explain that these dif-
ferences might be caused by the fact that they did not

es as given by the manufacturers

Accuracy

.15° r.m.s. (for a single marker in whole volume)
mm r.m.s. for z coordinate (for a single marker at 2.25 m distance)

.15° r.m.s. (static accuracy)
5° r.m.s. (static accuracy)
g devic

ation: 0
es; 0.15
ation: 0
consider a flag that indicates when the markers are in
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view, but are not in the optimal measurement volume.
They conclude that the Optotrack has the best overall
accuracy and robustness of the four systems compared.
Khadem et al. (2000) compared the FlashPoint (300 mm,
580 mm and 1 m models) and Polaris (passive and
active) camera jitter (precision) and found that, in all
systems, the jitter was higher in the axis directed toward
the camera. The Optotrack was found to be more accu-
rate than the FARO mechanical arm (Rohling et al.
1995). Rousseau and Barillot (2002) found no significant
difference between the FastTrack (Polhemus) and Flock
of Birds (Ascension) electromagnetic systems.

Chassat and Lavallée (1998) and Schmerber and
Chassat (2001) suggested that the accuracy of optical
trackers could be better when used statically (probe held
with a clamp) than when hand-held or moved around.
During initial tests with an optical tracker, Langø (2000)
also noted smaller root mean square (r.m.s.) values when
acquiring images with the probe held still at each posi-
tion, instead of in a continuous movement. Pagoulatos et
al. (1998) performed similar tests, but with an electro-
magnetic tracker, and did not find any significant differ-
ence. It is not clear whether it is related to the findings
above, but some authors using optical trackers acquired
their images with the probe held in a clamp (Langø 2000;
Lloret et al. 2002; Muratore and Galloway 2001; N
Welch et al. 2000). In the temporal calibration section,
we will see that this setup also reduces synchronization
problems between the US machine and the tracking
system to a minimum. Ionescu (1998) also noted that
there was another advantage in taking several images at
the same position; by averaging many images, they im-

Fig. 1. The schematic diagram shows the data flow in
modes: analog signals, digital data after scan conversio
data, which are data before any scan line processing ha
to a computer, but it can also be routed into the scanner, a

et a
proved the signal-to-noise ratio (SNR). By taking images
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from different positions, Rohling et al. (1997) reduced
speckle artefact in their technique, known as spatial
compounding.

In addition to accuracy, the price is often a major
concern. In general, the more accurate the system, the
more expensive it is. Finally, optical systems require
clear lines of sight between the markers and the cameras,
but the magnetic systems are unaffected by sensor oc-
clusion. It is not a major concern for calibration itself,
but it can become an important issue when using the
system in an already cluttered operating room where the
freedom of movement is limited.

IMAGE ACQUISITION

There are two common solutions to transfer im-
ages from an US machine to a computer. The most
popular technique is to connect the analog output (e.g.,
composite video, S-video) of an US machine to a
frame-grabbing card on a computer (Comeau et al.
2000; Detmer et al. 1994; Meairs et al. 2000). The
second method is to directly acquire digital images
from the US machine, often by connecting them
through a network cable (Barratt et al. 2001a; Berg et
al. 1999; Lindseth et al. 2003c). Barry et al. (1997)
opted for a different solution; they recorded the im-
ages using an S-videotape that was then digitized.
Figure 1 shows a schematic block diagram of an US
scanner with four possible methods for transferring the
US data to an external computer. One output is analog
and the three others are digital. They will be described
in more detail after a brief description of the image

d in a 3-D US setup. There are four data acquisition
digital data before scan conversion and raw digital RF
performed. The tracking system is generally connected
e neuronavigation system SonoWand® (Gronningsaeter

0).
volve
n, raw
s been
s for th
formation process below.
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Image formation process
The beam-former scans a narrow US beam over the

image field by either electronic or mechanical steering of
the transducer. The reflected signals correspond to the
convolution integral between the spatial tissue density/
compressibility distribution and the point-spread func-
tion (psf) of the imaging system. If we assume that the
spatial tissue density distribution includes very high-
frequency components (i.e., small and closely located
scatterers), then the limiting factor to the frequency con-
tents of the signal will be the spatial frequency response
of the psf. The real-time scan line processing unit anal-
yses the backscattered radiofrequency (RF) signal from
each US scan line to generate the tissue image, the flow
image and the Doppler measurements. For tissue imag-
ing, a compressed amplitude of the backscattered signal
as a function of depth is generated after passing it
through time-gain compensation and various filters. Af-
terward, these signals are transferred via a standard com-
puter bus to the scan converter and the display unit. The
data also go into a memory bank, so that, whenever the
scanning is frozen, the last frames of the scan are stored.

Digital acquisition
The most common methods to obtain digital US

data are to 1. transfer the signal after the scan line
processing, but before scan conversion, or 2. transfer the
RF signal before any scan line processing. The data can
be transferred to an external computer over a digital
connection. The advantages of these methods are that the
representation of the information is compact; thus, re-
ducing both transfer time and storage requirements, and
there is no need for redigitization of the signal. The latter
advantage eliminates the possible loss of information
contained in the analog signal. The main disadvantage is
that the scanner has to be built with the necessary hard-
ware and software incorporated into it. Also, scan con-
version needs to be done on the external computer after
transfer to present images without geometric distortion.
These are probably the best methods because of the
compact data representation and lack of distortion
through analog-to-digital conversion. The RF signal can
be transferred by sampling it directly and storing it to a
dedicated unit as raw digital RF data for further analysis.
Sampling of the RF signals provides the largest freedom
for postprocessing of the signals. This is useful for test-
ing new algorithms for scan line processing where the
phase of the echoes is necessary, for example. Finally,
the third possible digital output is the one used by the
DICOM output of some US machines. A DICOM file
contains both a header and image data. The header con-
tains information on the patient, the scan and the image
dimensions.
Some groups have made special agreement with a
D A
RTI

CLE

manufacturer to have access to the real-time raw data.
Hence, the digital setups usually work with a specific
model, making this option less flexible than the frame-
grabbing solution that can basically be used with any US
machine. Some new US machine models with more open
architectures, such as the Ultrasonix 500 RP (Ultrasonix
Medical Corporation, Burnaby, Canada) used by Rohling
et al. (2003), may soon eliminate the need for a special
agreement with a manufacturer.

Analog acquisition
When using the analog output, the US machine

performs a digital-to-analog conversion of the signal,
which is then converted back to digital by the frame-
grabbing card on the computer. This double (digital-to-
analog-to-digital) conversion affects the image quality.
Hence, the quality of the original digital images is cer-
tainly better than that of the converted data. However, no
studies have compared the two configurations to confirm
that the differences are important enough to allow a more
accurate calibration.

Furthermore, there is a mismatch between the frame
rate of the US machine and the frame rate of the analog
video standards. The frame rate of an US machine is
typically between one to 100 images per s (Rohling et al.
2003). Many settings, such as the depth and the number
of focal zones, affect the frame rate. On the other hand,
the PAL analog format produces 25 images per s and the
NTSC format provides 29.97 images per s. When the
video format has a lower frame rate than the US ma-
chine, there will be a degradation of the temporal reso-
lution because frames will be dropped. Conversely, if the
video format has a higher frame rate than the US ma-
chine, some frames will be duplicated and, hence, the
same frame could have multiple tracking positions asso-
ciated to it. Some US machines provide some means of
identifying each frame; thus, allowing removal of the
identical frames (Meairs et al. 2000).

CALIBRATION

This section defines, in a more detailed and graphic
manner, what is involved for calibration. We begin with
a short summary of the calibration process and then
describe each step in detail. Figure 2 illustrates the co-
ordinate systems used for locating the image plane of an
US probe in space. Three coordinate systems are repre-
sented in Fig. 2, that of the position sensing device
(called “world coordinate system”), that of the sensor
mounted on the probe and that of the image plane. In
Figs. 2 and 3 and in eqns (1) to (4), the transformations
are represented by the letter “T” and the subscript should
be read from right to left in the same manner as the

matrix multiplications are carried out. The same notation
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was used in Lindseth et al. (2003c). The sensor-to-world
transformation Tw4s is measured by the tracking device.
The origin of the world coordinate system is defined by
a reference device (optical tracking) or by a transmitter
(electromagnetic tracking) and must be fixed in relation
to the phantom. To minimize angle effect errors (due to
a lever effect at the reference), the reference device or
transmitter should be placed as close as possible to the
object to be scanned to perform the calibration (Detmer
et al. 1994). The image-to-sensor transformation Ts4i is
determined by calibration. Again, the sensor (receiver or
rigid body) should be placed as close as possible to the
imaging plane, to minimize angle effect errors. In con-
crete terms, calibration yields eight transformation pa-
rameters, three translations, three rotations and two im-
age scaling factors.

A simple method for estimating the translational
parameters is to perform external measurements of the
probe casing and its attached sensor (Hughes et al. 1996).
The problem with this method is the absence of external
markers on the probe to identify the origin of the image.
The same applies for magnetic sensors whose origin is
also embedded in the receiver casing. In addition, the
method obviously does not take into account the fact that
the image is not necessarily centered on, nor perpendic-
ular to, the probe face (rotation parameters).

A more precise calibration can be obtained by scan-
ning an object known as a phantom with known geometric
properties. The idea is to image the phantom and to identify
its features on the US images. These features are also
located in the physical phantom space. The spatial relation-
ship between the position of the features in the image and

Fig. 2. World, sensor and image coordinate systems. Tw4s is
the transformation relating the two spaces. Ts4i is the trans-

formation relating image space to sensor space.
the features on the phantom is estimated in the calibration
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process. Hence, the coordinate system of the phantom must
be included in the calculations (see Fig. 3).

A least squares minimization technique is used to
minimize the distance between the sets of features
(points or lines) identified in the image and on the
phantom and, thereby, to find the unknown calibration
parameters. Equation (1) converts a point in the kth
image into the phantom coordinate system:

�
xk

yk

zk

1
�� Tp←w · Tw←s · Ts←i ·�

sx · uk

sy · vk

0

1
�. (1)

For practical reasons, the origin of the image is
often placed at the top center of the image. For a curved-
array probe, this corresponds to the center of curvature.
This point is preferred because its position does not vary
when changing the depth setting. Any error in the loca-
tion of that point will be compensated for in the transla-
tion parameters of Ts4i. The point at position (u, v) from
that origin is first scaled by sk and sy. It is then mapped
in sensor space by the rigid transformation Ts4i, then
into world space by Tw4s and, finally, in phantom space
by Tp4w. Tw4s and Tp4w are rigid body transformations
(translation � rotation). Ts4i is an affine transformation
if the scaling factors are included in the calculations.

The next subsections summarize the most important
aspects of calibration. The first subsection discusses the
different categories of phantom designs. The second
introduces the issues involved in the choice of a coupling
medium to immerse the phantom. The third covers the
strategies to locate the phantom in world space to find the
Tp4w transformation. The fourth presents the methods to

Fig. 3. World and phantom coordinate systems. T is the
p4w

transformation relating the two spaces.



E

Review of 3-D US calibration ● L. MERCIER et al. 149
RET
RAC

T
extract the phantom’s features on the US images. The
fifth describes the methods to resolve the minimization
problem. Finally, the sixth subsection classifies and com-
pares all the published spatial calibration techniques
found by the authors.

Phantom design
All the phantoms have one characteristic in com-

mon: they are built in or placed in a container that is
filled with a coupling medium for US imaging. Coupling
media will be discussed in the next section. The first
detailed papers describing calibration with the help of a
phantom were published by Detmer et al. (1994) and
Trobaugh et al. (1994). State et al.(1994) also published
on the subject in the same year, but with very little detail.
This section introduces the different types or categories
of phantoms that have been published since then. How-
ever, it excludes the phantoms that were solely used for
testing because they will be discussed in the testing
section.

Single point target and cross-wire phantoms. The
first two types of phantom to be used were the point
target (State et al. 1994) and cross-wire phantoms (Det-
mer et al. 1994; Trobaugh et al. 1994b). The single-point
target phantom generally is based on imaging a small
spherical object such as a bead or a pin head (see Fig.
4a). The single cross-wire phantom is composed of two
intersecting wires (see Fig. 4b). The point target or wire
crossing are aligned in the US image plane and are
imaged from several viewing angles. Usually, the center
of the point target or the intersection of the two wires is
manually segmented on the image, although some auto-
matic techniques exist. In some papers, these two meth-
ods are referred to as single-point methods or point-
based methods because they both are based on mapping
a single point from image space to phantom space. The
center of the point target or the intersection of the two
wires is usually considered as being the origin of the
phantom coordinate system, yielding the following equa-

(a) (b) (c) 

Fig. 4. (a) Point target, (b) single cross-wire and (c) multiple
cross-wire phantom examples.
tion (Prager et al. 1998b):
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0

0

0

1
�� Tp←w · Tw←s · Ts←i ·�

sx · uk

sy · vk

0

1
�. (2)

The accuracy of these methods depends on how
well the point-of-interest can be located in the phan-
tom and on the image (Prager et al. 1998b). In all cases
except one, the point-of-interest was fixed in the phan-
tom. The exception being Muratore and Galloway
(2001) who proposed an original point target method
requiring no phantom. They simply imaged the tip of
a tracked pointer that could freely move around within
the coupling medium while the probe was fixed.

Multiple point targets and cross-wire phantoms.
Multiple cross-wire techniques are derived from the sin-
gle cross-wire phantoms. These phantoms are composed
of more than one wire crossing that, again, requires
alignment of one or more of the crossings in the image
(see Fig. 4c). They are either three colinear points
(Trobaugh et al. 1994a) or three coplanar wires forming
a triangle (Henry 1997; Ionescu 1998; Péria et al. 1995).
Meairs et al. (2000) also used three coplanar wires form-
ing a triangle and added a single cross-wire below.
However, the triangle and cross-wire were not coplanar,
so only one edge of the triangle and the lower cross-wire
were aligned at a time. The US images of these phantoms
are, hence, composed of points (wire-cross) and/or lines.
Kowal et al. (2003) described a phantom where the US
image plane needed to be aligned with four coplanar
1-mm pins, whose tips acted as point targets and, as such,
are classified in the multiple-point targets phantom fam-
ily. Another phantom classified in this last category is
that of Leotta (2004). The method is based on aligning
the image plane with a planar array of beads attached to
strings. Only the location of the strings and a reference
bead is known exactly. The other beads are coplanar, but
have arbitrary positions. Their purpose is to help in the
alignment process. Additional out-of-plane strings also
serve as visual guides for a better alignment.

2-D shape alignment phantoms. 2-D shape align-
ment phantoms are similar to the multiple cross-wire
phantoms (see Fig. 5a). The idea, in both cases, is to
align points-of-interest of a 2-D object in the US image.
In the former case, the object is a solid 2-D geometric
form with corners. In the latter, the object is delimited by
intersecting wires. On the US images of these phantoms,
the outline of the structures is of higher intensity and the
corners are usually manually segmented (Sato et al.
1998).

Three-wire phantoms. The three-wire phantoms are

made of three orthogonal wires that are scanned sequen-
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tially along their length (see Fig. 5b). The idea is to put
the origin of the phantom coordinate system at the inter-
section of the three wires and to assign each wire to one
axis. The equation representing any point xk on the wire
associated with the x-axis is (Prager et al. 1998b):

�
xk

0

0

1
�� Tp←w · Tw←s · Ts←i ·�

sx·uk

sy · vk

0

1
� (3)

where uk, vk, sx and sy are the same as before. This type
of phantom does not require alignment with the scan
plane, so the scanning procedure is facilitated, although
one must keep track of which wire is being scanned.

Z-fiducial phantoms. Z-fiducial (or N-fiducial) phan-
toms (see Fig. 6) were inspired by the stereotactic head
frame described by Brown (1979) to register preoperative
CT scans with the patient during neurosurgery. The wires of

(a) (b) 

Fig. 5. (a) 2-D shape alignment and (b) three-wire phantom
examples.
Fig. 6. An example o
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these phantoms form Z shapes that are intersected by the
image plane, as illustrated in Fig. 6. The position of the
end-points E1, E2, E3 and E4 (Fig. 6c) are known by
construction. The colinear points U1, U2 and U3 are visible
on the image (Fig. 6b). Using similar triangles, it is possible
to compute the coordinate of point U2 on the phantom.
Hence, each z-fiducial produces three visible points on the
image, but only one serves as a homologous point between
the image and the phantom. The first article published with
this technique for US described a phantom with only three
z-fiducials (Comeau et al. 1998) that was actually made of
small tubes instead of wires. Since then, the number of
z-fiducials has gradually increased to 30 (Pagoulatos et al.
2001), increasing the registration accuracy. Lindseth et al.
(2003c) proposed a phantom with a pyramidal arrangement
of z-fiducials for curved-array probes (see sample US image
in Fig. 6d). It also had a higher density of fiducials near the
top of the image, so that, even when smaller depth settings
were chosen, enough z-fiducials were visible.

Other wire phantoms. There are other techniques
using wires that are not z-fiducials and where the wire-
crossings do not need to be aligned. These will simply be
classified as other wire phantoms. This category includes
a triangular pyramid (Liu et al. 1998), a ladder of strings
(Beasley et al. 1999), nine orthogonal wire crossings
forming a cube called the Diagonal phantom (Lindseth et
al. 2003c) and parallel wires in the shape of a cross
known as the Hopkins US phantom (Boctor et al. 2003).

Wall phantoms. The wall methods all produce a line
on the US image, which is attractive because image
information for the line is more redundant, making it
easier to segment than points. If a line is partially miss-
ing, it can still be easily identified, which is not the case
for points. Three techniques are in this family; they are
the single-wall, membrane and Cambridge phantoms.
The simplest wall method is the single-wall technique
f a Z-phantom.
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(Prager et al. 1998b) which is based on imaging the
bottom of a water tank. The membrane technique (Langø
2000) solves the reverberation problems of the first, by
imaging a thin membrane instead of the bottom of the
tank. Hence, this solution produces thinner lines on the
images. Care must be taken, however, to choose a mem-
brane rigid enough to minimize the membrane oscillation
caused by the movements of the probe in water (Langø
2000). In both cases, difficulties arise when imaging at
an angle far from the normal. In the first case, most
beams will be reflected away from the probe because of
specular reflection, yielding a lower intensity line. In the
second case, the line on the image will loose its sharp-
ness, because of the US beam thickness. In the case of
the single-wall phantom, simply roughening the bottom
of the tank helps to compensate for the specular reflec-
tion problem. Mathematically, the plane is considered to
be at z � 0, with the z-axis orthogonal to the plane;
hence, the two phantoms above are described by:

�
xk

yk

0

1
�� Tp←w · Tw←s · Ts←i ·�

sx · uk

sy · vk

0

1
�. (4)

The Cambridge phantom (Prager et al. 1998b) was
created to solve the problems mentioned above. The
probe is attached in a clamp in such a way that the top of
a thin brass bar is always in the center of the beam (see
Fig. 7). To ensure this alignment, Prager et al. (1998b)
describe a separate technique including another piece of
equipment. After alignment, the phantom is immersed in

Fig. 7. Cambridge phantom (Prager et al. 1998b).
a water bath; the clamp with the probe is placed over the
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bar and the bar is scanned from all possible angles,
subject to the constraints imposed by the setup. The top
edge of the bar acts as a virtual plane, yielding a line in
the US image that is sharper and of relatively higher
intensity. The wall methods are among the quickest
solutions for calibration, due to the possibility of auto-
matic extraction of the lines in the US images. The
Cambridge phantom is patented (Prager 1997) and it is
possible to buy one from the Cambridge group.

Multimodal registration phantom. Blackall et al.
(2000) took a very different approach to the calibra-
tion problem. They acquired a set of 2-D tracked US
images and a 3-D MRI scan of a gelatin phantom. The
calibration parameters were estimated by registering
the 2-D US images to the corresponding plane in the
MRI volume. In fact, the chosen calibration parame-
ters were those that maximized the similarity between
the US images and the 3-D MRI scan. The similarity
was evaluated by using normalized mutual informa-
tion. The method requires no feature extraction and is
fully automatic.

Other aspects of phantom design. Phantoms are
often imaged from many directions and positions, but the
imaging is often restricted to the top of the tank where
the only opening is found. Some authors have used
special tanks to be able to image the phantom from more
viewpoints. Legget et al. (1998), for example, enclosed
their phantom in a water-filled plastic ball (see Fig. 4a).
Detmer et al. (1994) used a polypropylene bottle, en-
abling images to be taken from the sides. Boctor et al.
(2003) used a tank, from which it was possible to image
from the top and also from all four sides through rubber
windows. They compared the top-only acquisition with
the top and sides acquisition, both comprising the same
number of images. Their results suggest that their mul-
tisided tank improves accuracy.

Finally, important aspects of the phantom design are
the efficiency and facility of data collection. If an align-
ment-based calibration method is used, the probe can be
positioned by hand or by attaching the probe in a holder
to ensure stable probe positions during image acquisi-
tion. Acquiring images of the phantoms that do not
require any alignment, such as the z-fiducial phantom, is
a lot simpler as it can be done completely by freehand
acquisition.

Speed-of-sound issues
US machines use the propagation speed of sound

waves in a medium to compute the distance between a
transducer (source) and an acoustic interface from which
a sound wave has been reflected (reflector). The simple
calculation to find the distance d from a source to a

reflector is:
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d � propagation time * speed of sound in medium ⁄ 2.

(5)

The speed of sound depends on the medium in which the
sound waves travel and its temperature. The speed of
sound assumed by most US machines is 1540 m/s, which
is the average speed of sound in human tissue. If the
speed of sound in a medium is different from the one
assumed by the US machine, the objects in this medium
will appear farther (� 1540 m/s) or closer (� 1540 m/s)
and their shapes might appear distorted. Figure 8 illus-
trates what theoretically happens to a straight wire when
imaged in a medium with a lower speed of sound, such
as water at room temperature, which has a speed of
sound of approximately 1485 m/s (Bilaniuk and Wong
1993). It shows that the distortion is different, depending
on the beam pattern of each type of probe. Because
sound waves travel along beams, the speed difference
linearly scales the computed distances along each beam.
When imaging with a linear probe, only the depth pa-
rameter, represented by the letter v in Fig. 8, will be
affected. The depth will be scaled by the ratio R:

R � assumed speed of sound ⁄ actual speed of sound.

(6)

When imaging in water at room temperature, that ratio
would be:

R � 1540 ⁄ 1485 � 1.04. (7)

Hence, an object placed at a depth of 10 cm would, in
fact, appear at 10.4 cm on the US image. In the case of
a sector probe (that includes both phased and curved-
array probes), both the u and the v axes will be nonlin-
early scaled. If the image is viewed from a polar coor-
dinate system, the radius would be scaled by the same
ratio R as above. See Goldstein (2000) for a review of the

Fig. 8. Distortion (dotted lines) of straight wires immersed in a
water bath at room temperature. (—) The correct imaging of the

lines when adjusting for the sound speed.
impact of sound speed errors for different probe types.
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Thus, the distortion produced by the difference in the
speed of sound affects the scaling parameters of the
calibration either in a linear or nonlinear fashion, de-
pending on the probe used. Note that the rotational and
translational components of the calibration matrix are not
affected. Because the scaling parameters vary with the
speed of sound of the medium in which the calibration is
done, they will only be valid for a particular medium at
a particular temperature. This means that, if one wishes
to build an in vivo US volume of some organ (� 1540
m/s), it is not ideal directly to use the scaling parameters
obtained from a calibration in pure water at room tem-
perature (� 1485 m/s). For a comprehensive list of the
speeds of sound for in vivo and in vitro mammalian
tissue, see Goss et al. (1978).

Some groups working with raw digital images avoid
the speed-of-sound problem by directly modifying the
assumed speed of sound in the US machine (Lindseth et
al. 2003c). When it is not possible to modify the assumed
speed of sound, two solutions can be applied. In the first,
the appropriate ratio R is computed for the type of probe
used and the medium’s measured temperature, as was
explained above (Ionescu 1998; Pagoulatos et al. 2001;
Trobaugh et al. 1994b). The distances along the beams
are then divided by this ratio to obtain a corrected image.
This solution is simple for linear probes, but becomes
more complicated for other probe designs, as seen in Fig.
8. The second solution is to work directly in a medium
with a speed of sound similar to that of human tissue
(Barry et al. 1997; Bouchet et al. 2001; Comeau et al.
1998; Pagoulatos et al. 1998; Rousseau et al. 2003b;
Treece et al. 2003). Recent studies suggest that the first
solution might produce images of lower quality. Imaging
in a medium with a speed of sound different from the one
assumed would cause negative effects in addition to the
shift and distortion presented above. It would first create
a broadening of the beam and, hence, a decrease in the
lateral resolution (Anderson et al. 2000; Dudley et al.
2002). Second, it would decrease a point target echo
amplitude relative to its surrounding speckle back-
ground, therefore reducing the contrast (Anderson et al.
2000).

To match the speed of sound in tissue, a simple
solution adopted by Boctor et al. (2003) and Treece et al.
(2003) is to increase the temperature of water to approx-
imately 50°C (122 °F). Another simple solution is to add
glycerol (Gobbi 2003) or ethanol (Rousseau 2003) to
water at room temperature. Martin and Spinks (2001)
have shown that, by mixing 9.5 � 0.25% ethanol with
water at 20 � 0.75 °C, the resulting speed of sound is
1540 � 1.5 m/s. Others have used tissue-mimicking
media (Bouchet et al. 2001; Pagoulatos et al. 1998)
additionally to match the attenuation of sound in tissue.
Very few authors have published results that deal



E

Review of 3-D US calibration ● L. MERCIER et al. 153
RET
RAC

T

directly with speed-of-sound-related distortions. Sato et al.
(1998) performed their calibrations in water at 25°C and
their validation in water at 25°C and 40°C. The reconstruc-
tion at 40 °C appeared to be slightly worse. In his thesis,
Rousseau (2003) compared water at room temperature (w)
and an ethanol solution (e) (� 1540 m/s). He tested the four
following combinations: 1. calibration (e) � validation (e);
2. calibration (w) � validation (w); 3. calibration (e) �
validation (w); and 4. calibration (w) � validation (e). The
expected result was to obtain the best accuracy with the
combination using only the ethanol solution. However, the
best results were obtained when using the calibration (e) �
validation (w) combination. The author explains this result
by the fact that the images were of lesser quality when the
ethanol solution was used.

Finally, even if all precautions are taken during the
calibration, there will always be speed-of-sound distor-
tions when imaging in vivo. Indeed, even though the
typical assumed speed of sound is 1540 m/s, in human
tissues it ranges from approximately 1450 m/s in fat to
1600 m/s in muscles. Furthermore, imaging in vivo often
means imaging through different layers of tissues with
different acoustic properties, compounding the problem.
Lindseth et al. (2002) estimated the error resulting from
the speed-of-sound uncertainties in their US-based nav-
igation system to be between 0.5 and 3 mm, even after
manually controlling the speed of sound of their US
machine.

Locating the phantom features in world space
When the position of the phantom in world space is

needed for calculations, a few approaches are possible. One
is to determine the location of each phantom feature with a
tracked pointer. Sato et al. (1998) identified each corner of
their 2-D shape alignment phantom with a pointer. The
measurements were repeated 6 times and averaged. Welch
et al. (2000) went further, averaging over 100 positions. To
locate the single wire crossing of their phantom, Hartov et
al. (1999) used a similar technique. However, instead of
pointing at the cross-wire directly, they pointed at the four
end-points of the wires and then computed the location of
the crossing. Instead of locating the features directly, some
have used drilled holes (divots) on the tank containing the
phantom or on the phantom itself. The feature’s location
relative to these divots is known by construction. Gobbi et
al. (1999) used four divots, Amin et al. (2001) used six and
Pagoulatos et al. (2001) used 18.

To use the tip of the pointer to localize specific
points, the pointer needs to be calibrated as well. Pointer
calibration is a problem similar to probe calibration. It
involves finding the transformation between the sensor
attached on the pointer and the tip of the pointer. This
transformation can be found by rotating the pointer while

its tip is fixed in a drilled hole. Refer to Leotta et al.
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(1997); Hartov et al. (1999) and Zhang (2003) for more
details on pointer calibration.

Other solutions not involving pointers also exist.
Some groups using the optical tracking technology have
put markers directly on their phantom, using it as the
fixed reference device. Bouchet et al. (2001) used five
active markers and Lindseth et al. (2003c) used four
passive markers. The feature’s location relative to the
markers is then known by construction, as for the method
using divots. A numerically controlled milling machine
can be used to position features of the phantom to make
contact with a needle pointer with very high precision
(Lindseth et al. 2003a). Because the reference device
needs to be fixed relative to what is being imaged, having
the reference incorporated in the phantom makes it pos-
sible to move the phantom along with its reference dur-
ing calibration.

Feature extraction
This section does not cover US segmentation in

general, but focuses on phantom feature segmentation as
needed for calibration, such as identifying wire cross-
ings, points and lines.

The wall phantom family has the advantage of pro-
ducing a line in the US image that is easier to segment
than other features. Prager et al. (1998b) published a
technique to automatically segment their single-wall and
Cambridge phantoms. To speed up the process, they
sampled only vertical lines at specified regular intervals.
An edge-detection operator was then applied after a 1-D
Gaussian smoothing and only the pixels over a prese-
lected threshold were considered. In each column, only
the point nearest the top of the image was kept. For more
robustness to outliers, they chose the RANSAC algo-
rithm (random sample consensus) (Fischler and Bolles
1981) instead of least squares to determine the optimal
line. Langø (2000) also implemented an automatic algo-
rithm to detect a line in the US images of his membrane
phantom. Edge detection was done with a new and robust
wavelet-based detection method (Kaspersen et al. 2001).
Both Hook (2003) and Rousseau et al. (2003b) used the
Hough transform to detect the line generated by their
wall phantom. The first used a threshold on pixel inten-
sity to identify candidate points. The second approach
was more sophisticated because it used both gradient and
pixel intensity information. To reject outliers, Rousseau
et al. (2003b) also added a temporal constraint based on
the principle that the line in two consecutive images
should have similar parameters. Many years before, Io-
nescu (1998) used the Hough transform as well, but to
detect three intersecting wires forming a triangle (com-
plex cross-wire phantom). To select candidate points, he

first applied a pixel intensity threshold and then applied
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a Deriche filter (Deriche 1987, 1990), a recursive version
of Canny’s operator (Canny 1986).

Other phantom types that produce a single dot, such
as the point target and the three-wire, or multiple dots,
such as the z-fiducials or the other wire phantoms, are
usually segmented manually. An improvement proposed
by some authors has been to manually define a region-
of-interest (ROI) around each dot and to automatically
compute the pixel intensity centroid (Carr et al. 2000;
Gobbi et al. 1999). Lindseth et al. (2003c) described the
most elaborated single-point and multiple-point extrac-
tion methods. For their bead phantom (point target cat-
egory), intensity information was used first to find can-
didate intensity peaks in the image and then spatial
constraints were added to find the peak most likely
produced by the bead. The last step was to compute the
intensity centroid of the chosen intensity peak. For their
Diagonal phantom (other wire phantom category), the
preliminary intensity-based candidate feature selection
was also used. The intermediate processing was based on
trying to match an ideal geometry on a maximum num-
ber of candidate points. The ideal geometry was appro-
priately scaled and then incrementally translated and
rotated to find the best match. The final step was again to
compute the intensity centroids. A similar procedure was
used to detect the extremities (parallel wires) of the
z-fiducials of their pyramid phantom (pyramidal shape
z-fiducials phantom). The middle point of each z-fiducial
was found by intensity-based search with spatial con-
straints (middle point should be colinear with its two
extremities).

Least-squares minimization
Because there is no exact solution to the calibration

problem, the minimum residual error (in a least-squares
sense) is used to solve the overdetermined system of
equations. There are two approaches, the iterative and
the closed-form (noniterative) methods. In both ap-
proaches, Tw4s is given by the tracking device and Tw4i

is the unknown calibration matrix, as mentioned previ-
ously; refer to eqn (1). The idea behind the closed-form
approach is to map the set of points in the images to those
on the phantom; hence, Tp4w must be known. When
using the iterative method, the position of the phantom’s
features in world space is generally unknown, but some
authors do take the position information into account
(Bouchet et al. 2001; Sato et al. 1998).

Recall that the calibration transformation has a
translation, a rotation and a scaling component. Before
getting into the details of the different approaches, it is
important to mention that the two scaling factors are not
treated in the same way by all authors. First, some force
the two scaling factors to be equal (Rousseau et al.

2003b; Sato et al. 1998) and others compute them inde-
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pendently (Boctor et al. 2003; Hook 2003). Second, the
scaling factors are often computed separately from the
translation and rotation. This can be done by computing
the ratio of the distances between points on an image and
their corresponding distance in world space (Meairs et al.
2000; Nelson and Pretorius 1997). In contrast, Prager et
al. (1998b) included the scaling in the minimization
process. Finally, some digital setups provide the scaling
directly (Lindseth et al. 2003c), simplifying the problem.

A closed-form solution to calibration involves map-
ping two corresponding point sets, {aj} of the image and
{bj} of the phantom with j � 1..N. The goal is to find an
optimal translation T and rotation R that map one set
onto the other. The point sets are related by the following
equation (Eggert et al. 1997):

bj � Raj � T � noise. (8)

This equation is often solved by minimizing a least
squares error criterion given by Eggert et al. (1997):

�2
��

j�1

N

�bj � Raj�T�2 (9)

or, if the scaling s is included (Horn 1987):

�2
��

j�1

N

�bj � sRaj�T�2. (10)

The difficult part of the problem is to find the rotation.
A brief description of a few closed-form approaches
follows. Arun et al. (1987) proposed a method where
the rotations are represented by a 3 � 3 orthonormal
matrix and are found using singular value decompo-
sition (SVD). The translations are in the form of a 3-D
vector and are found by aligning the centroids of one
set of points with the rotated centroids of the other set.
Horn et al. (1988) represented the translation and
rotation in the same way, but used the eigenvector
associated with the most positive eigenvalues of a
symmetrical 4 � 4 matrix to find the rotations. There
is a possible problem with these minimizations over
orthogonal matrices: the algorithm is not constrained
to return only a rotation. It could actually return a
reflection (when the determinant � �1). Umeyama
(1991) proposed a modified version of the Arun et al.
technique that resolves this problem. Kanatani (1994)
proposed a simplified version of Umeyama’s solution.
Other solutions using quaternions have also been pub-
lished: an older paper by Horn (1987) describes a
similar method where rotations are represented by unit
quaternions instead and Walker et al. (1991) used dual
quaternions to represent translations and rotations to-

gether.
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Eggert et al. (1997) compared four closed-form
algorithms, those of Arun et al. (1987); Horn (1987),
Horn et al. (1988) and Walker et al. (1991). They found
that no method was superior in all cases. In fact, they
believe that no difference should be observed in a real-
world application with a low level of noise.

Many iterative algorithms have been published in
the calibration literature: the iterative closest point algo-
rithm of Besl and McKay (1992) was used by Welch et
al. (2002). The method of Hooke and Jeeves (1961) was
used by Bouchet et al. (2001), but the most frequently
mentioned technique for iterative optimization in the
literature was the Levenberg–Marquardt algorithm
(More 1977) and modified versions of it. The iterative
methods need initial values to begin the optimization and
the method is applied repeatedly until the remaining
error becomes smaller than a predefined threshold. The
Levenberg–Marquardt algorithm is a combination of the
Gauss–Newton and the steepest descent algorithms.

Referring to eqn (4), a set of equations is obtained
by scanning the membrane or wall from different posi-
tions and orientations. The z component on the left side
is always zero. These equations may be written as:

F(�, �) � 0 (11)

where � represents the measured parameters and � are
the unknowns. Hence, we are looking for the parameter
vector, �, that minimizes F. The system of equations,
which is overdetermined by making sure the number of
equations is greater than the number of unknowns, may
be solved with the Levenberg–Marquardt algorithm.
Briefly explained, at iteration k, an update 	� to the
current estimate of �k is obtained from the first order
Taylor expansion of eqn (11):

F(�, �) � F(�, �k) �
�F(�, �k)

��
(� � �k) � 0. (12)

By rearranging this equation, we get:

�F(�, �k) �
�F(�, �k)

��
(� � �k) � J(� � �k), (13)

where J represents the Jacobean (i.e., the gradient matrix
of F). Each step of the Levenberg–Marquardt algorithm
yields the updated parameters (More 1977):

�k�1 � �k � (JTJ � �I)�1JT(�F(�, �k)). (14)

I is the identity matrix, upper index T represents the
transpose of a matrix and � is a damping factor chosen at
each step to stabilize convergence. � F��,�k� and J are
evaluated at each step of the algorithm for the current
estimate �k and the process continues until the correc-
tions are sufficiently small.
To check that the equations are significantly inde-
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pendent and, hence, that all unknowns are identifiable, a
rank determination may be carried out. This is accom-
plished by evaluating the Jacobian matrix (e.g., at the
initial estimate of the calibration matrix). To determine
that this matrix is full rank, a singular value decompo-
sition (SVD) is performed.

As pointed out by Prager et al. (1998b), there are
several different values for the angles that can achieve
the same global minimum to the iteration process. These
solutions are referred to as mirror solutions. This is not
the same as a singularity, where an infinite number of
solutions exist and the problem is termed ill-conditioned.

Although most calibration problems can be resolved
by either technique, some are less flexible. The wall
phantoms, for example, require the iterative approach
because it is not possible to find the exact equation of the
line defined by the intersection of the image plane with
the plane of the wall phantom. The same applies for the
three-wire phantom, for which it is impossible to know
exactly where the US plane is intersecting on each wire.
The principle underlying the z-fiducial phantom is to
map points known exactly between two coordinate
spaces. The closed-form solution is, thus, a more natural
approach. Bouchet et al. (2001) worked with such a
phantom and compared two closed-form and one itera-
tive approaches using synthetic data with Gaussian noise.
They concluded that both closed-form solutions were
superior to the iterative optimization, particularly when
retrieving the translation parameters and using a small
number of points. They also found that their iterative
algorithm would not always converge to the optimal
transformation when noisy data sets were used. Muratore
and Galloway (2001) also compared the iterative and
closed-form techniques for their point target phantom
(tracked pointer). They found that both techniques gave
very similar results. For the point target, complex cross-
wire, 2-D shape alignment and other wire phantoms,
both solutions have been used. Finally, for the single
cross-wire phantom, it was always solved iteratively,
except by Hartov et al. (1999). Although they do not
present any numerical results, they assert that they com-
pared an iterative and closed-form solution and obtained
very similar results for both. They opted for the closed-
form solution, because they found it simpler to imple-
ment.

When both approaches are possible, it is not clear
which one should be used or if it even makes a significant
difference to the accuracy. Most authors have not justi-
fied why they chose a particular technique over another.
It appears mostly to be related to personal preferences,
although the closed-form algorithms appear to be simpler
to use. According to Eggert et al. (1997), “closed-form
solutions are generally superior to iterative methods, in

terms of efficiency and robustness, because the latter
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suffer from the problems of not guaranteeing conver-
gence, becoming trapped in local minima of the error
function and requiring a good starting estimate.”

Temporal calibration
In addition to spatial calibration, some research

groups also perform what is known as a temporal cali-
bration, which is the process of synchronizing each US
image with its appropriate pose information. Indeed,
finding the exact position and orientation of an image is
not trivial:

1. The US machine and the tracking system do not
generate continuous data. In addition, the rates at
which they produce data are generally unequal and
may not be constant if, for example, some settings on
the US machine, such as the number of foci, are
modified.

2. Furthermore, there is no synchronization between the
US machine and the tracking system, except for sys-
tems where the tracking is integrated into the US
scanner (Gronningsaeter et al. 2000). Hence, software
on a workstation or external hardware must be used
for time-stamping the B-scans and the pose data.
When the US images and pose data are time-stamped,
they are both already a few milliseconds old, due to
internal processing and data transfer. This lateness is
called latency and is not the same for both systems.
Carr (1996) completed interesting experiments with
an electromagnetic tracking system called 3Space (by
Polhemus). He found that it took 21.6 ms (using serial
communication on a RS-232 port) before receiving
positional data after he requested them. This value
was broken down into 0.5 ms to transmit the request,
3.5 ms to sample the magnetic field, 2 ms computa-
tion time and 15.6 ms to transmit the data. Newer
systems using PCI or SCSI interfaces might yield
lower temporal latency.

Figure 9 illustrates a typical data flow example.
Pose data (p1 to p5) and US images (i1 to i4) are sent to
a workstation. If no temporal calibration is applied, im-
age i1 taken at time t1 will be associated with the pose
p1, because they arrived at the same time to the work-
station (in fact, the correct pose would be between p3 and
p4). Furthermore, the positional error would grow pro-

p5
TRACKING

SYSTEM

US MACHINE  i4  i3  i2 i1

p4 p3 p2 p1

WORK

STATION

t1t2

t1t2

Fig. 9. Illustration of the data flow in a tracked US image setup.
portionally with the probe’s speed of movement. Thus,
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acquiring images slowly would diminish the pose error
associated with an image and, even though it is not a
practical setup for imaging other than during calibration,
taking images with the probe clamped at each position
would bypass the problem.

The general idea of a temporal calibration proce-
dure is first to time-stamp both the pose and image data
streams. The latency difference is found experimentally
and, afterward, the pose data are interpolated to estimate
a pose between two measured pose values. Detailed
references on temporal calibration in the tracked US
context are given in Prager et al. (1998a); Treece et al.
(2003) and the thesis of Gobbi (2003). A brief descrip-
tion of various solutions follows.

Barry et al. (1997) were the first to publish the
details of their efforts to synchronize B-scan and pose
streams. They used a hardware module that sent a signal
to the tracking device every time that a frame arrived and
then associated the incoming positional information with
the current frame. Although they did not specify how it
was done, they measured an offset of 18 ms between the
images and the positional data. Barratt et al. (2001a,
2001b) also used a setup where pose data were generated
on demand for each B-scan. They wrote custom software
that triggered the image capture and tracker reading at a
chosen instant in the ECG R-wave of the cardiac cycle.
The offset between the two data streams was not men-
tioned.

Prager et al. (1998a) and Meairs et al. (2000) used
similar techniques; they simultaneously created a step
input in the image and position data streams by holding
the probe still on the skin for a few seconds and then
rapidly moving it away. The offset between the two data
streams could be estimated by identifying the rapid
change in the B-scan and the pose sequences. However,
as Prager et al. (1998a) noted, “ if images are acquired
every t seconds and positions every T seconds, then the
offset can be estimated only to an accuracy of � (t �
T)/2 s”.

Treece et al. (2003) proposed a new temporal calibra-
tion technique based on the same idea, but with an im-
proved accuracy. In their technique, a single-wall phantom
was imaged instead of skin. This enabled automatic seg-
mentation of the straight line generated by the bottom of a
water tank in each image. In this technique, the probe was
immersed in water, held immobile and then moved up and
down for a few seconds. A normalization process then gave
a stream of distance measurements from the line for both
the tracking system data and the US images. For the pose
data, only the motion along the direction of maximal move-
ment over the whole sequence was considered. Image dis-
tances were linearly interpolated to match in time each pose

distance. Finally, the temporal offset was found by com-
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puting the minimum root-mean-square error between the
two distance streams.

The approach of Gobbi (2003) had some similarities
to that of Treece et al. (2003); the cross-section of a
string was imaged by moving a probe from side to side
for a few seconds. A principal component analysis was
applied to both the pose measurements and B-scans to
determine the principal axis of motion. The motion par-
allel to this axis was then normalized by setting the mean
position to zero. The time offset was found by minimiz-
ing the least-squares difference between the two normal-
ized motion waveforms. The position components of the
pose measurements were then linearly interpolated and
the orientation measurement was interpolated by using
spherical linear interpolation (SLERP) (Shoemake
1985).

The same year, Nakamoto et al. (2003) also pub-
lished a temporal calibration method that involved im-
aging a point target, first holding the probe still and then
from different orientations. Contrarily to the method
described by Treece et al. (2003) and Gobbi (2003), a
spatial calibration must first be performed to be able to
localize the imaged point in world space. In their
method, the poses were linearly interpolated and the
latency was estimated using least squares.

Classification
In this section, all the spatial calibration techniques

that the authors could find are classified (see Tables 1 to

Table 3. Single-poin

References Description

State et al. (1994) 4-mm bead
Leotta et al. (1995) 1.5-mm brass sphere
Leotta et al. (1997) 1.5-mm brass sphere
Nelson and Pretorius (1997) 1-cm spherical latex balloon
Legget et al. (1998) 1.5-mm brass sphere
Pagoulatos et al. (1998) 1.5-mm stainless steel sphere
Amin et al. (2001) 1 mm steel ball bearing
Barratt et al. (2001a) Pin-head
Muratore and Galloway (2001) Tip of tracked pointer

Table 2. Single cro

References Tracking A

Detmer et al. (1994) DC mag A
Barry et al. (1997) AC mag A (S
Prager et al. (1998b) AC mag A
Hartov et al. (1999) DC mag A
Blackall et al. (2000) Optical A
Lloret et al. (2002) DC mag A
Boctor et al. (2003) DC mag A
Lindseth et al. (2003c) 2-mm needle pin head O
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11) according to the categories of phantoms that were
introduced earlier. In the first column are the references.
The inclusion criteria were:

● If different papers by the same first author described
very similar spatial calibrations, then they are grouped
together on the same line.

● If a scientist described a calibration technique in his/
her thesis or a report but never published, then this is
included in the list. Otherwise, published articles were
generally chosen as the reference. Prager and col-
leagues, for example, published an internal report in
1997 and an article with similar content in 1998. Only
the 1998 article is listed below.

● Only the phantoms used for calibration are listed here.
Some authors used different phantoms for testing, but
these are not included here.

● If an article refers to another for the calibration tech-
nique and does not modify it in any way or does not
compare it with other techniques, it was not included.

● Only one paper describing a wire phantom was not
detailed enough to be classified (Welch et al. 2002).

The column “description” is sometimes added to
further describe the phantom. The column “tracking”
identifies the tracking technology that was used. They
were classified as “DC mag” (DC electromagnetic), “AC
mag” (AC electromagnetic), optical or mechanical arm
systems. The column “acq” identifies the acquisition
setup, “A” for analog output grabbed by a capture card

t phantom category

racking Acq. Coupling Sol. type

ptical A Water Closed-form
C mag A Water Iterative
C mag A Water Iterative
C mag A Water at room temp. Iterative
C mag A Water Closed-form
C mag A Tissue-mimicking Iterative
ptical A Water Closed-form
C mag D Water Iterative
ptical A Water Both

phantom category

Coupling Sol. type

Water Iterative
Galactose solution Iterative
Water at room temp. Iterative
Water Closed-form
Water –
Saline at room temp. Iterative
Water at 50°C Iterative
t targe

T

O
D
D
A
D
D
O
D
O

ss-wire

cq.

-video)
ptical D Water Closed-form
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and “D” for a direct digital link. In the column “cou-
pling” are listed the coupling media that were used for
calibration itself. If a different medium was used for
testing, it is not mentioned. Finally, the column “sol.
type” classifies the minimization as closed-form or iter-
ative. In each table, references are listed in chronological
order.

Unfortunately, this classification does not mention
whether or not the speed-of-sound problem was taken
into account because many articles do not give enough
details (refer to the Speed-of-sound issues section for
more detail). The segmentation and temporal calibration
were not included in the tables for many reasons. First,
categorizing the segmentations as being simply manual,
semiautomatic and automatic did not appear to be fair for
all the semiautomatic methods that range from almost
manual to almost automatic. Furthermore, many papers
do not mention how the segmentation was done. As for
the temporal calibration, it was only detailed in a few
papers and, again, a one-word classification was not
trivial. In addition, some temporal calibrations were not
described in the same papers as the spatial calibration.
For more details on these two topics, refer to the Feature
extraction and Temporal calibration sections.

When is a recalibration necessary?
Recalibration is required when the sensor on the

probe moves with respect to the probe. This situation can
occur if the sensor is temporarily attached on the probe.
A permanent sensor fixation is left on the probe between
each use, for example, Comeau et al. (2000). Thus, the
relative position of the sensor on the probe does not
theoretically change. A temporary setup allows the sen-
sor to be removed and reattached after each examination

Table 5. Multiple-poi

References Description Trac

Kowal et al. (2003) 4 1-mm needle pins Opti
Leotta (2004) Planar array of DC

Table 4. Multiple cro

References Description Trac

Trobaugh et al. (1994a) 3 colinear cross-wires Opti
Péria et al. (1995) Triangle Opti
Henry (1997) Triangle Opti
Ionescu (1998)* Triangle Opti
Meairs et al. (2000) Triangle � cross-wire DC

* Hook (2003) used a phantom and calibration protocol ve
phantom.
strings and beads
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(Amin et al. 2001; Lindseth et al. 2003c; Sato et al.
1998). A typical utilization of a temporary setup occurs
during surgery, where the probe is often covered by a
sterile drape because the probe cannot be sterilized.
However, passive markers (optical tracking) used in
some applications should not be covered. In these cases,
the rigid body with the markers is clipped on the probe
through the drape or the markers only are clipped
through the drape on the rigid body. Ideally, the calibra-
tion should be redone every time the sensor is reattached
on the probe, but this depends on how precisely it can be
reattached. Lindseth et al. (2003c) and Gronningsaeter et
al. (2000) eliminated the need for repeated probe cali-
bration by using an adapter that ensured precise and
repetitive attachment between the tracking device and
the probe, even through the draping. Hence, they could
perform the probe calibration once in the laboratory.
Amin et al. (2001) evaluated in a quantitative manner the
consistency of their calibration procedure when reattach-
ing the sensor on the probe. Their results indicated that
their fixation system was precise enough to avoid the
necessity to recalibrate each time the sensor was reat-
tached. Treece et al. (2003) found that the accuracy of
their system was slightly lowered when remounting the
sensor on the probe, going from a 3-D confidence limit of
� 0.5 mm to � 0.69 mm.

When using an analog output, changing some set-
tings on the US machine might also affect the calibration
matrix. The most obvious is the depth setting that affects
the scaling parameter of the calibration. Thus, when
using multifrequency probes, either a calibration is exe-
cuted for every depth setting or one calibration is done at
a particular depth and the image is scaled for the other
ones (Carr et al. 2000). The pan and zoom operations

ets phantom category

Acq. Coupling Sol. type

A Water at room temp. Iterative
A Water at room temp. Closed-form

es phantom category

Acq. Coupling Sol. type

A Distilled water at room temp. Closed-form
A Water Closed-form
A Water Closed-form
A Water Iterative
A Water at 37°C Iterative

lar to that of Ionescu (1998) to compare with his membrane
nt targ

king

cal
mag
ss-wir

king

cal
cal
cal
cal
mag
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also invalidate the original calibration. They affect the
translational and scaling parameters (Treece et al. 2003)
and, therefore, necessitate a recalibration.

CALIBRATION EVALUATION

This section summarizes the main techniques to
evaluate the in vitro precision and accuracy of a calibra-
tion transformation. These tests are sometimes per-
formed on the same phantoms as the one used for cali-
bration (Detmer et al. 1994), but preferably on a different
phantom (Lindseth et al. 2003c; Treece et al. 2003) to
minimize bias. Precision is estimated when multiple
measurements of the same phenomenon are compared
with themselves. Accuracy is estimated when the mea-
surements are compared with a “gold standard” or the
best independent measure available. Stability and repro-
ducibility are synonyms of precision. For a more com-
plete discussion, refer to Lindseth et al. (2002; 2003c)
and Treece et al. (2003).

Precision
As a simple measure of precision, some authors

have done many calibrations with the same technique
and provided descriptive statistics for the components of
the calibration matrix, such as the standard deviations,
root-mean-squares errors, 95% confidence intervals and
ranges (Bouchet et al. 2001; Leotta 2004; Pagoulatos et
al. 2001; Rousseau et al. 2003b; Treece et al. 2003). It is
important to note that all these metrics based on a resid-
ual only address questions of precision and not accuracy.
Another simple measure, sometimes referred to as cali-
bration reproducibility (Blackall et al. 2000; Lindseth et
al. 2003c), was proposed by Prager et al. (1998b) and
consisted of comparing the position in world space of the
bottom right corner of the image plane when using all the

Table 7. Three-wire phantom category

References Tracking Acq. Coupling Sol. type

Carr (1996) AC mag A Water Iterative
Prager et al. (1998b) AC mag A Water at room temp. Iterative
Carr et al. (2000) AC mag A Water Iterative

Table 6. 2-D shape a

References Description T

Sato et al. (1998) 3 features O
Berg et al. (1999) 5 features D
Langø (2000) 5 features O
Welch et al. (2000, 2001a, 2001b) 3 features O
Kowal et al. (2003) 4 features O
Kowal et al. (2003) Optical A Water at room temp. Iterative
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different combinations of calibration transformations.
The method was later used by Blackall et al. (2000);
Rousseau et al. (2003b) and Lindseth et al. (2003c).
Some authors took more than one point into account:
Kowal et al. (2003) considered the two bottom corners,
Treece et al. (2003) considered the four corners plus the
center of the image, Pagoulatos et al. (2001) considered
nine points distributed on the center line of the B-scans
and Leotta (2004) considered points specified every 2 cm
in depth along the center and the edges of the image up
to 16 cm. These two precision measurements are inter-
esting because they can be applied to all techniques
because they do not require any test phantom.

A method proposed by Detmer et al. (1994) in-
volves imaging a cross-wire or point target from multiple
viewing angles. The generated “points” are then ex-
tracted from each image and mapped in world space,
ultimately forming a cloud of points. The tightness (or
spread) of this cloud is often used to estimate what is
called the reconstruction precision. The method has been
used frequently (Blackall et al. 2000; Boctor et al. 2003;
Hartov et al. 1999; Kowal et al. 2003; Leotta 2004;
Leotta et al. 1997; Pagoulatos et al. 1998; Prager et al.
1998b).

Accuracy
Similarly to the experiment to evaluate the recon-

struction precision with a cross-wire or point target, it is
also possible to estimate the point reconstruction accu-
racy if the position of the point object is known in world
space. Each point in the cloud of points is then compared
to the “gold standard” value and residual error vectors
can be computed (Blackall et al. 2000; Lindseth et al.
2003c; Muratore and Galloway 2001; Pagoulatos et al.
2001; Trobaugh et al. 1994a). Again, the same principle
can be applied to more complex phantoms. Pagoulatos et
al. (2001) used their calibration z-fiducials phantom for
testing accuracy as well. A phantom with 27 wire-cross-
ings organized in the shape of a cube has also been used
to evaluate accuracy (Langø 2000; Lindseth et al. 2003a,
2002). Because the wire-crossings of this phantom were
extracted from a reconstructed volume instead of on 2-D
images, this technique evaluated the 3-D point recon-

nt phantom category

Acq. Coupling Sol. type

A Water at 25°C Iterative
D Water at 33°C Closed-form
D Water at 22°C Iterative
A Water Closed-form
A Water at room temp. Iterative
lignme

racking

ptical
C mag
ptical
ptical
struction accuracy. Lindseth et al. (2003a) automated the
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precision and accuracy tests done with this phantom and
these tests could thereby be performed quickly for an
extensive data set based on a vast number of experimen-
tal conditions to thoroughly investigate and validate a
3-D US system. Finally, with a single- or multiple-point
objects phantom, it is also possible to evaluate the system
bias by computing the mean residual vector (Langø
2000; Lindseth et al. 2003a).

King et al. (1991) evaluated the accuracy of their
3-D US system by measuring the volume and interfea-
ture distances of a testing phantom consisting of pins
mounted in the shape of a cylinder sector. Distance and
volume measurements have frequently been used since
then and are often considered to estimate the reconstruc-
tion accuracy. A popular phantom for measuring dis-
tances has been a 4 � 2 matrix of small spheres (Blackall
et al. 2000; Kowal et al. 2003; Legget et al. 1998; Leotta
et al. 1997; Welch et al. 2002) or pins (Barratt et al.
2001a; Prager et al. 1998b). Pagoulatos et al. (2001) and
Leotta (2004) used a similar phantom, but with a grid of
six beads. The test phantom used by Treece et al. (2003)
was made of a tissue-mimicking substance that contained
a planar array of 110 2-mm spheres. Boctor et al. (2003)
used their Hopkins wire phantom that was also used for
calibration. Lindseth et al. (2003c) used their 27 wire-
crossings phantom to measure all distances between wire
crossings but, again, extracted the features from the 3-D
reconstructed volume instead of on the images. They

Table 9. Z-fiduc

References n of Zs Track

Comeau et al. (1998) 3 Mechanic
Gobbi et al. (1999) 4 Optical
Pagoulatos et al. (1999, 2001) 30 DC mag
Comeau et al. (2000) 4 Optical
Bouchet et al. (2001) 13 Optical
Zhang et al. (2002) 15 Optical
Lindseth et al. (2003c) 12 Optical

Table 8. Wal

References Description

Prager et al. (1998b) Single-wall
Prager et al. (1998b) Cambridge
Langø (2000) Membrane
Rousseau et al. (2002, 2003a, 2003b) Single-wall
Hook (2003) Membrane
Kowal et al. (2003) Cambridge
Treece et al. (2003) Cambridge

* For these publications, water at room temperature was used
(2003) did some experiments for the speed-of-sound problem
* For this publication, water at room temperature was used without an
used a solution of 10% glycerol in water by volume.
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CLEcalled that measure the 3-D distance reconstruction ac-
curacy. For volume measurements, water-filled balloons
immersed in water or a tissue-mimicking solution were a
simple solution adopted by many (Barry et al. 1997; Berg
et al. 1999; Pagoulatos et al. 1998). Rousseau et al.
(2003b) preferred a manufactured 3-D US phantom
(CIRS, Inc., Norfolk, VA) made of a tissue-mimicking
material (Zerdine) and containing two ellipsoids.

Other aspects of calibration evaluation
For phantoms where the optimization process esti-

mates both phantom location and spatial calibration pa-
rameters simultaneously, the precise movement of the
probe while scanning is crucial to the resulting accuracy
of the calibration parameters. If this type of phantom is
scanned from only one direction, the residual error in the
least-squares minimization process may be extremely
small, yet the calibration parameters will be highly un-
constrained by the minimization process and likely to be
inaccurate. Equally, if a point target is always imaged at
the midpoint of the B-scans, then, even if the probe
orientation is changed, the calibration parameters or the
precision measurements will only be valid for the B-scan
midpoint and errors at the corners of the B-scans are
likely to be much larger.

Hence, a good calibration with these phantoms re-
quires both the exercising of all the degrees of freedom

antom category

Acq. Coupling Sol. type

A Water � glycerin Closed-form
A Water at room temp.* Closed-form
A Distilled water Closed-form
A Water Closed-form
A Tissue-mimicking Both
D Water at room temp. Closed-form
D Water Closed-form

om category

ing Acq. Coupling Sol. type

ag A Water at room temp. Iterative
ag A Water at room temp. Iterative

al D Water Iterative
ag A Water* Iterative

al A Water at room temp. Iterative
al A Water at room temp. Iterative
al D Water at 50°C Iterative

t any speed-of-sound correction. Later, for his thesis, Rousseau
re mentioned in the Speed-of-sound issues section.
ials ph

ing

al arm
l phant

Track

AC m
AC m
Optic
DC m
Optic
Optic
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y speed-of-sound correction. Later, for his thesis, Gobbi (2003)
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of the probe orientation and also ensuring that the target
is seen in all areas of the US image.

RESULTS

It would be very practical if all authors would agree
on which calibration technique is the best. Yet, the cri-
teria for defining what is best differs among groups,
depending mostly on the type of application of the
tracked US images. It would probably be safe to say that
most authors agree on the fact that accuracy and preci-
sion are the most important evaluation criteria. However,
as was seen in the previous section, these criteria can be
evaluated in many different ways. Other factors, such as
the time and the space required to calibrate, can be
important if, for example, the calibration must be done
repetitively in an operating room (Kowal et al. 2003). In
contrast, the time required for calibration can also be
unimportant if calibration is done only once in the lab-
oratory (Lindseth et al. 2003c).

Thus, it is difficult to compare results on the per-
formance of calibration methods from different publica-
tions, because they depend on many factors, such as the
type of accuracy estimated, the method for calculating
the accuracy, the type of tracking device, the depth
setting, the range of scanning angles and positions, the
quality of the US equipment, etc. Treece et al. (2003)
have made an attempt to compare the results obtained by
different groups by graphically plotting the 3-D confi-
dence limits for some precision and accuracy measure-
ments. Here, we summarize results only of comparative
studies of phantom designs in the text below and in Table
12. We felt that it was too difficult to compare individual
published calibration results, due to the reasons listed
above. Although there may be certain biases in these
comparative studies, they were completed under con-
trolled experimental conditions so as to enable direct
comparison of techniques analyzed. However, interpre-
tation of Table 12 should be made with caution, because

Table 10. Other

References Tracking

Liu et al. (1998) DC mag
Beasley et al. (1999) Optical
Boctor et al. (2003) DC mag
Lindseth et al. (2003c) Optical

Table 11. Multimodal r

References Tracking Acq.
Blackall et al. (2000) Optical A
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of the different experimental methods used by the au-
thors.

Prager et al. (1998b) were the first to compare many
types of calibration phantoms. They compared their new
single-wall and Cambridge phantoms with the three-wire
and single cross-wire phantoms. They concluded that the
single cross-wire and Cambridge phantoms produced
better results. More specifically, the Cambridge phantom
obtained the best r.m.s. error and calibration reproduc-
ibility and the cross-wire phantom, the best reconstruc-
tion precision and reconstruction accuracy by distance
measurements. In terms of time required for the calibra-
tion, the Cambridge phantom allowed for a much quicker
calibration than the cross-wire phantom.

Blackall et al. (2000) compared their new multimo-
dal registration phantom with the single cross-wire phan-
tom in terms of reproducibility, reconstruction precision,
point reconstruction accuracy and reconstruction accu-
racy by distance measurements. Referring to these four
criteria, the single cross-wire phantom appears to be
generally better, mostly in terms of reproducibility and
reconstruction precision. However, their new method
had the advantage of being fully automatic and quicker.

Langø (2000) compared a 2-D shape alignment
phantom with a new membrane phantom (one of the wall
techniques), evaluating the reconstruction precision
(spread) and accuracy (bias). He found that the new
membrane phantom had an overall better performance
compared with the 2-D shape-alignment technique. Both
techniques had a similar spread, but the membrane
method resulted in a lower bias of the reconstructed
points in 3-D.

Four comparison papers were published in 2003.
Boctor et al. (2003) compared their new Hopkins phan-
tom (other wire phantom category) with a single cross-
wire phantom. The Hopkins phantom performed better in
terms of reconstruction accuracy by distance measure-
ments and the cross-wire phantom was slightly better in

hantom category

Coupling Sol. type

Water –
Water at room temp. Closed-form
Water at 50°C Iterative
Water Closed-form

tion phantom category

Coupling Sol. type
wire p

Acq.

A
A
A

egistra
Gelatin phantom � thin layer of water Iterative
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terms of reconstruction precision. Using three different
probes, Hook (2003) wrote a report comparing the per-
formances of a membrane phantom and a multiple cross-
wire phantom described by Ionescu (1998) from the
same laboratory. He concluded that the membrane phan-
tom produced smaller r.m.s. errors, smaller maximum
errors and a more centralized error distribution. Lindseth
et al. (2003c) also used three types of probes to compare
three phantoms; they were a single point target, a pyra-
mid-shaped z-fiducials and a phantom in the other wire
phantom category, which they called the Diagonal phan-
tom. Five quality measures were obtained, but the 3-D
point reconstruction accuracy, referred to as the 3-D
navigation accuracy, was considered to be the most im-
portant. In terms of this criterion, the z-fiducials phantom
performed best, followed by the Diagonal phantom.
However, the z-fiducial phantom was not superior ac-
cording to the four other criteria. The Diagonal phantom
had the best calibration reproducibility and the single
point target, the best point reconstruction accuracy.
Kowal et al. (2003) proposed two new phantoms; they

Table 12. Summary

Prec

r.m.s.
error

Mean ca
reprodu

Prager et al.
(1998b)

Cross-wire 0.56 1.4
Three-wire 1.04 5.3
Single-wall 0.48 3.2
Cambridge 0.34 0.9

Blackall et al.
(2000)

Cross-wire – 1.05 � 0
Registration phantom – 1.84 � 1

Boctor et al.
(2003)

Cross-wire – –
Hopkins – –

Kowal et al.
(2003)

Three-wire 0.221 3.2 � 1
Cambridge 0.160 2.2 � 2
Pin cage 0.135 2.7 � 1
Wedge cage 0.151 1.9 � 1

Lindseth et al.
(2003c)†

Single-point target – 0.63 � 0
0.62 � 0

Diagonal phantom – 0.38 � 0
0.44 � 0

Z-fiducials – 0.55 � 0
0.63 � 0

Leotta (2004) Single-point target – –
Multiple point target – –

* These are the average values for the all trials.
† Lindseth et al. (2003c) performed their tests on three types of pro

results obtained with the flat phased-array (P) and the flat linear-array (L
and others on reconstructed volumes (3-D). Both types of measures a
were the Four Edge with pin cage (multiple point target
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category) and the Four Edge with wedge cage (2-D
alignment category). They were compared to a three-
wire and a Cambridge phantom. The three-wire phantom
had a weaker performance in terms of mean r.m.s. error
and variance. The two Four Edge methods were consid-
erably quicker and required less space. The Four Edge
with wedge cage phantom also had a slightly better
calibration reproducibility. Nevertheless, the difference
between the phantoms was not significant when looking
at the reconstruction precision and the reconstruction
accuracy by distance measurements. Finally, Leotta
(2004) compared a single-point target phantom with their
new multiple-point target phantom. Both phantoms were
similar in terms of point reconstruction precision and
reconstruction accuracy by distance measurements.

CONCLUSION

US probe calibration is an obligatory step to build
3-D volumes from 2-D images acquired in a freehand US
system. Calibration finds the transformation that relates

antom comparisons

mm) Accuracy (mm)

Mean point
reconstruction

precision

Mean point
reconstruction

accuracy
Mean reconstruction
accuracy (distances)

0.04 – 0.04 � 1.12
�0.15 – �0.15 � 2.18

0.14 – 0.14 � 1.63
0.23 – 0.23 � 1.33

0.80 � 0.46 1.15 � 0.40 �0.00019 � 0.60
1.15 � 0.62 1.16 � 0.45 �0.025 � 0.69
0.62 � 0.29* – 0.25 � 1.78*
0.72 � 0.343* – 0.15 � 1.63*

2.3 � 1.23 – 0.3 � 0.49
2.4 � 1.38 – 0.3 � 0.53
2.5 � 1.36 – 0.3 � 0.58
2.2 � 1.28 – 0.3 � 0.51

– 2-D: 0.79 � 0.39 (P)
2-D: 0.73 � 0.41 (L)
3-D: 1.00 � 0.39 (P) 3-D: 0.15 � 0.30 (P)
3-D: 1.48 � 0.35 (L) 3-D: 0.23 � 0.51 (L)

– 2-D: 0.86 � 0.46 (P)
2-D: 0.77 � 0.43 (L)
3-D: 0.84 � 0.36 (P) 3-D: 0.10 � 0.30 (P)
3-D: 1.24 � 0.71 (L) 3-D: 0.26 � 0.46 (L)

– 2-D: 1.52 � 1.35 (P)
2-D: 1.03 � 0.84 (L)
3-D: 0.81 � 0.43 (P) 3-D: 0.16 � 0.33 (P)
3-D: 1.15 � 0.43 (L) 3-D: 0.25 � 0.45 (L)

0.94 – �0.10 � 0.70
0.96* – �0.10 � 0.68*

t only partially with the intraoperative probe. Consequently, only the
s are reported here. Second, some measures were done on images (2-D)
ted here.
of ph

ision (

libration
cibility

7
7
7
2
.43
.26

.94

.74

.59

.23

.39 (P)

.38 (L)

.17 (P)

.25 (L)

.29 (P)

.36 (L)

bes, bu
the image plane to the sensor attached on the probe.
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Many authors have included a brief literature review in
their articles, but this paper is the first comprehensive
overview of what has been done in the field. Calibration
is a process with multiple components that were covered
in the various sections of this review. A very brief
summary of each of them follows.

The most popular tracking systems used for 3-D US
are the electromagnetic and optical technologies. The
optical tracking systems allow more accurate calibra-
tions, but are also more expensive.

The traditional method for acquiring images is by
digitizing them with a frame-grabber. Although digital
images appear to have more potential, no studies have
been published to confirm whether or not using digital
images really improves the performance of calibration.

A number of different spatial calibration phantoms
were described and classified. Each design has advantages
and disadvantages over the others in terms of ease of use,
accuracy, precision, number of images required, etc. There
is no agreement as to which phantom design is the best.

Speed-of-sound-related errors in calibration can be
significant, particularly when imaging at large depth
settings where the distortion is greater. Simple solutions
were presented to calibrate in a medium with a speed of
sound similar to the one assumed by most US machines
(1540 m/s).

Early on, feature extraction in the US images was done
manually, but now this is increasingly being automated.
Lines in US images appear to be easiest to segment but, if
the quality of the images is sufficient, points can also be
automatically extracted.

There exist two approaches to resolve the overde-
termined system of equations of the calibration problem,
the iterative or the noniterative (closed-form) solutions.
Some types of phantoms can be resolved by both, but
others are more naturally resolved by one or the other.
The minimization technique does not seem to have a
major impact on precision or accuracy; however, itera-
tive techniques may suffer from local minima.

The tracking system and the US machine are not
synchronized in time. Moving the probe very slowly
minimizes the positional error for every B-scan. How-
ever, faster movement is required during real acquisi-
tions such as, for example, during surgery. Temporal
calibration allows a better coherence of the positional
and image streams, potentially improving the quality of
the calibration and also enabling more rapid movement
during acquisition.

Finally, many criteria have been proposed to eval-
uate the quality of a calibration technique. Precision and
accuracy are probably the most important criteria and
multiple approaches to test these criteria were presented
in the review. Some precision measurements do not

require any phantom equipment and, hence, could be
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used to compare calibration techniques between different
groups.

3-D US is more powerful than 2-D US, mainly
because it facilitates understanding of the anatomy.
Compared with other imaging modalities, it has the im-
portant advantage of being real-time, safe and inexpen-
sive. Calibration is an essential step to acquire tracked
2-D images and has a major impact on the quality of the
reconstructed volume to enable precise 3-D visualiza-
tion, planning and accurate image-guided interventions.
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