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1. Background 
Augmented reality (AR) technology has been used in a         

number of surgical applications, helping the surgeon visualize        
surgical instrument placement. AR systems in the past have been          
used in more advanced and expensive applications in both medicine          
and telemedicine; however, many of these implementations have        
proved to be either too complicated for users or very difficult to set             
up and maintain. AR has the potential to both train students and            
assist surgeries in real time. By providing the user with relevant           
images and/or instructions, AR software in a head-mounted display         
(HMD) can provide a convenient source of information for doctors          
and other medical professionals. We have an existing framework         
that can run and display tutorials as demonstrated in the following           
diagram. 

Figure 1. Existing tutorial framework. 

1.1. Project Goal 
Our project’s goal was to create an HMD-based software tool that allows the user to create HMD tutorials                  

with text and images. In addition, we planned to create a module for tracking the user’s eye gaze and providing a                     
heatmap of an expert user’s gaze to compare to a that of a novice user. This toolset could then be used by the                       
existing training application that runs on the HoloLens. This toolkit would allow for seamless creation of training                 
experiences for the training application as well as provide gaze data for analysis. Group 9 worked in parallel with us                    
to develop other tools to facilitate “smart” training with live feedback and analysis. 

The tutorial generation module works on providing an intuitive way to create new training modules for the                 
training application using voice commands. The eye gaze module tracks the eye gaze of the user during the medical                   
procedure to analyze the positions in the scene they are looking at this may be used for performance evaluation and                    
UI optimization. 

1.2. Relevance 
Use of HMDs for training of medical procedures provides an intuitive and repeatable way to teach complex 

techniques and develop muscle memory. In their current state the creation of new medical procedure modules for 
this type of training is done by hand and is a long and time intensive activity. Furthermore, there exist very few 
performance analytics, or supporting information of the test subjects in the current training systems based on AR 
HMDs. Most AR HMD-based medical training systems are in their infancy. There are no tools that allow for the 
average medical professional to easily create or utilize HMD-based tutorials. In order to promote acceptance of these 
types of medical training systems, ease of use and ability to provide analytics and intelligent feedback based on the 
users would be would be key factors, and our modules aim to satisfy these needs. 

The HoloLens was chosen for this project as it is a non-occluding AR HMD and has a first-person camera. 
These features allow for non-intrusive tutorials and for easy image capture for tutorial generation. Moreover, Pupil 
Labs offered a binocular add-on that collects eye gaze tracking data. 
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2. Technical Approach 
Software tools for this project were developed in a combination of Unity, C#, and Python. The tutorial 

generation app was implemented in Unity with C# scripts. The eye gaze tracking module was developed in Python, 
with a HoloLens frontend in Unity and C#. 

2.1. Tutorial Generation 

 
Figure 2. Initial plan for modular development. 

 
We originally planned for the primary modules of the tutorial generation app to manage photo capture, 

dictation, voice commands, and AR markers. The module for expertise levels in tutorials would have been an 
integration of our tools with the other group’s “smart training” project. Similarly to the existing software, 
user-generated text and images would be overlayed in the real world view and still provide a relatively unobstructed 
view of the relevant subjects or objects. 

JSON files are somewhat difficult to manually create and edit, so dictation provided a more intuitive 
alternative for tutorial creation; additionally, voice commands allow hands-free usage of the HMD. This entire app 
was planned to run entirely on the HoloLens, using a separate computer only to move files as needed. 
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2.2. Eye Gaze Tracking: Heatmap Generation  

 
Figure 3. The workflow for the eye gaze data tracking. 
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2.2.1. Components of the Eye Gaze Module 
1. Pupil Labs Service: Pupil Labs proprietary software required to interface with the Pupil Labs cameras. Stores 

Calibration information, as well as facilitates transfer of gaze coordinate positions to python scripts via a zmq 
networking paradigm. 

2. Calibration Program for Hololens: Unity project provided by Pupil Labs to allow for calibrating the 
HoloLens user’s eye gaze to with the pupil labs service. 

3. Gaze Streaming: A script that starts a zmq subscriber to listen to the gaze coordinate positions from the pupil 
labs service then streams this data over a UDP connection to required destinations on the python scripts 
running in parallel. 

4. Heatmap Server Script: Receives raw gaze coordinate data that is then transformed to the screen frame 
coordinates for the known display screen size of the HoloLens (approximately 720p). Coordinates are 
cleaned then transferred to the Heatmap Creation script. 

5. Heatmap Creation Script: Stores a history of gaze coordinate data and creates a heatmap image from the 
data. The image is updated after a set number of entries. 

6. Image Transfer Script: Code to transfer image of the heatmap using a TCP/IP connection to the HoloLens. 
7. Hololens Scene: All the required code for displaying the heatmap image is condensed within a unity canvas 

and a couple of managing components allowing for easy integration with other unity applications 
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3. Development 
The content generation app was developed in Unity 5 and Visual Studio (VS) 2017 with C# scripts. Pupil 

Labs libraries and scripts were in C/C++ and Python was used to stream data from a computer to the HoloLens. Like 
the content generation app, the frontend for heatmap display was done in Unity 5 and VS 2017. 

3.1. Tutorial Generation 
The goal of this component of the project was an HMD-based app that would easily allow a user to generate 

JSON files and images that can be ported to the existing training application developed by our mentor, Ehsan Azimi. 
As shown in Figure 4, the JSON file includes the text displayed at each step, as well as the filepaths needed to 
access the required images. The training app then reads these files and displays the tutorial: the tutorial is controlled 
through voice commands. 
 

 
Figure 4. Excerpt from JSON training file. 

 
The first step in development was using Unity to create GameObjects that would display various text-based 

information and images. These displays included the step count, current step’s text, current image capture, camera 
status, and some instructions. These objects were placed on a Canvas object that would follow the gaze of the 
HoloLens user, rather than staying at a fixed location in the HoloLen’s virtual space. Next, Microsoft’s HoloToolkit 
libraries for speech input and dictation were imported under a “Managers” GameObject. The managers listened for 
specific keywords and handled dictation interpretation. 

Using the aforementioned libraries, an all-purpose SpeechHandler C# script was implemented to perform 
various actions after certain commands were given. Specific keywords, such as “Next,” “Start recording,” or 
“Snap,” were assigned to specific SpeechHandler functions through Unity. SimpleJSON, a publicly available JSON 
parsing class, was used to save and index tutorial data. Overall, SpeechHandler managed all operations to create the 
JSON file. The ImageCapture GameObject and C# script handled image capture, display, and saving. The filename 
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was a public field that SpeechHandler could access, save, and then write to the JSON file. More details on the 
software’s structure can be found in Appendix A. 

3.2. Eye Gaze Tracking: Heatmap Generation 
Our initial approach included understanding Unity as a part of the HoloLens deployment pipeline. This took                

significantly more time than expected due to the duality of a Unity UWP application, these applications are able to                   
utilise Unity libraries while testing on the editor however when built with visual studio they are able to utilise the                    
UWP libraries. As we explored further we realised certain limitations with respect to freedom of accessibility on the                  
HoloLens especially regarding the ability to transfer files programmatically. Next the Pupil Labs pipeline was               
explored to understand the extraction and interaction of gaze data. Initial attempts were made to create our own                  
calibration client however in the end we decided to use the one provided by Pupil Labs due to ease of use and                      
accuracy. Once the gaze data was streaming in, setting up the heatmap code was straightforward. The next problem                  
to be solved was transferring this heatmap image to the HoloLens itself. The initial implementation did not actually                  
run as an application on the HoloLens itself but was rather streamed onto it using Unity Remote connect and the                    
unity editor. For the final implementation, the required code for HoloLens was condensed down to fewer Unity                 
Objects that can be easily exported and integrated into other projects. 

3.3. Obstacles 
Our first obstacle in development was learning how to use Unity as a HoloLens app development tool. While 

it did provide convenient ways to connect various components and scripts, we experienced many bugs due to Unity 
version changes and inconsistent (and sometimes absent) compiler warnings and debugging tools. Our Unity 
projects would sometimes compile “successfully” but would be missing various assets in the HoloLens deployment. 

Other challenges were a result of the proprietary nature of the Microsoft HoloLens. When developing the                
file-writing portions of our software, we encountered issues with writing JSON and image files. The HoloLens only                 
allows write permissions in the local app folder, a few main library folders (Pictures, Videos, etc.), and OneDrive.                  
As such, it was not possible to directly write JSON files, images, or folders to the training application for direct                    
access after creation.  
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4. Results 
The final tutorial generation app creates JSON files associated with image files that are compatible with the 

current framework. The interface closely follows the layout of the original training software, with additional visual 
components that are useful to a tutorial creator. 
 

 
Figure 5. User view of tutorial generation app. 

 
Voice commands are used to navigate the tutorial as detailed in Table 1 below. UI elements include camera                  

status, step count, and a color indicator for recording status. Finally, the JSON and image outputs could be                  
successfully transferred to and used in the original software with no alterations to the files. 
 
Table 1. Available Voice Commands in the Tutorial Generation App. 

Phrase Action 

Start recording Begins speech-to-text recording for current step. Can be repeated to overwrite incorrect 
text. 

Snap Takes picture, which is saved locally and in the pictures library. Can be repeated multiple 
times per step to overwrite unsatisfactory images. 

Next Resets screen, increments step count, and moves to next section of the JSON file. 

Finish Concludes the tutorial and saves the JSON file locally. 
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Figure 6. Heatmap with Gaze Point (Gaze Point Sprite Represented in BLUE). 

 

 
Figure 7. Heatmap Display Rendered on HoloLens. 
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Figure 8. Basic Analytics Provided through Python on the PC 

4.1. Actual Results vs. Planned Results 

Virtual marker creation and expertise levels were removed from our maximum deliverables due to the               
additional time needed to fix the bugs mentioned in Section 3.3 and integrate our respective project components.                 
Our integration efforts primarily went into our own components. Virtual marker creation proved to be beyond the                 
scope of the remaining time, as it required the integration of even more toolkits to live-track a tool in order to place                      
objects in the 3D virtual space. Despite these shortcomings, expected deliverables were still fulfilled and we have                 
produced a tool that provides a user-friendly interface for HMD tutorial content generation. 
 
Due to the many factors including the hardware limitations as well as software accessibility with respect to file                  
transfer- available on the Hololens it was not possible to create a absolute true 3D heatmap of rooms or regions 
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5. Management Summary 

5.1. Deliverables 
Minimum 

● Working demo of tutorial editor 
○ Speech-to-text 

● Generation of 2D heatmap of gaze 
Expected 

● Working demo of tutorial editor 
○ Speech-to-text 
○ Image capture 

● Generation of 2D and 3D heatmap of of gaze 
● Ability to view heatmap data in using a graphical aid 

Maximum 
● Working demo of tutorial editor 

○ Speech-to-text 
○ Image capture 
○ JSON files generated on HoloLens 
○ Marker creation 
○ Expertise levels 

● Using 3D and 2D gaze tracking heatmaps to optimize processes 
● Testing with medical procedure with simple step-based procedures, and Dr. Molina trying a demo. 

 
Note: Strikethrough = removed (reasons detailed in previous section), bold = additional details of original 
deliverables 

5.2. Responsibilities  
Allan developed the tutorial generation application, and Prateek was responsible for the eye gaze tracking               

module with heatmap generation. Both worked on integrating these tools with the original software. 

5.3. Next Steps 
● Part of our team will continue working on the project in order to enhance the analytics capabilities with                  

regards to the eye gaze tracking capabilities and analysis and expand it to be useful in a 3D work                   
environment. 

● Furthermore, the goal of integrating our teams modules with our sister project team that is working on                 
specialized training of particular procedures is also an area that will be worked on. 

● Future implementations should add the ability to create virtual markers via the HoloLens tutorial generation               
app. 

● The camera instance in the currently used PhotoCapture API should be integrated with video streaming to                
allow for live trainee evaluation.  
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A. UML Diagram for the Tutorial Generation Tool 
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