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Abstract 
Currently, there is a framework for developing augmented reality (AR) training. This framework is based 

on optical see-through head-mounted displays (OST-HMDs) for the training of caregivers in medical environments. 
The interface provides visual aids, including images, text, and tracked 3D overlays for various tasks. Our project 
seeks to create a software tool to facilitate the semi-automated creation of these medical training tutorials. This 
content generator will use the Microsoft HoloLens’s voice recognition and image capture capabilities to record 
necessary data in a procedure and provide an intuitive interface for anyone to create step-by-step instructions in AR. 
Furthermore, software API will be created to facilitate 3D and 2D heatmap generation with eye gaze tracking data 
— collected using Pupil Labs HoloLens add on — and a visualisation will also be created to represent the data in 
order to aid the optimisation of logistics.  
 
Goal 
To create a software tool to facilitate the semi-automated creation of AR-based medical training and allow for gaze 
tracking data collection during training. 
 
Background 

Figure 1. Current appearance and layout of AR training procedure. 
 



HMDs have been employed in medical treatment, education, rehabilitation, and surgery. Graphical layers 
on an OST-HMD can display relevant data, images, text, or videos and thus facilitate procedures that would 
otherwise require the practitioner to refer to a side display, turning his or her gaze away from the object of interest. 
HMDs not only facilitate these processes, but also are relatively unobtrusive as they may be controlled through 
voice commands. 

These devices are best used in controlled training environments due to potential dependencies on internet 
and appropriate lighting conditions for the optical display. Moreover, the virtual markers used in current training 
files rely on static visual landmarks that the device uses to determine the location of the markers. If a training file 
involves virtual markers, it is vital for the user or trainer to ensure that visual landmarks are placed consistently and 
visible to the Hololens camera. 
 
Technical approach 

The HoloLens Development requires Visual Studio with the Windows 10 SDK along with the Vuforia 
extension to work with Unity. The content generation modules will be developed within Unity. Our first step in 
development will need to include initial directions for the user in order to navigate the user interface and begin 
content generation. These menus will be controlled through voice commands, since gestures in the current HoloLens 
libraries are relatively limited and most trainees will be fully occupied with the task. 

Unity for the HoloLens offers built-in speech recognition modules that can use either online or offline 
libraries to convert speech to text. While recording speech input, there will be a visual indicator for active recording. 

Unity also is able to directly access the camera in the HoloLens device, although it may only be used by 
one process at a time, and would prevent our program from capturing video and images simultaneously. After image 
capture, the image will be displayed to the user for approval, retake, or rejection. 

The recorded text will be written to a JSON file and images will be saved as they are captured and 
approved. Recorded audio will also be saved so necessary corrections can be made manually to the text afterwards. 

For the heat map generation the API will primarily be written using Python 3 as the software layer layer in 
the Pupil software stack also uses it. Depending on the software stack structure and existing APIs of the Pupil our 
layer will be designed around it. The computing for gaze tracking will be offloaded to an separate computer. There 
many visualisation libraries that can be used in conjunction with Python for 2D heatmap data; however, for 3D data, 
we may implement a visualisation system that uses the HoloLens itself. 
 
  



Timeline 

 
Development will begin with the content generator’s user interface. The UI will be structured such that data 

recording modules can be easily added. “Slots” will be created for text, image, and marker data creation. Each 
module will be individually completed before adding the next. Modular development will ensure that the final 
version will have at least one of the three distinct functions. 

Gaze tracking will be implemented as a parallel process during training ​usage​. Development of this module 
will be completed in parallel with the content generation program. 
 
Milestones 

March 18 March 31 April 15 April 28 May 6 

User Interface Text-to-Speech & 
2D Heatmaps 
(Minimum deliverable) 

Image Capture, 
Working Demo & 
Single User Trial 
(Expected deliverable) 

Marker Creation & 
3D Heatmaps 
(Maximum deliverable) 

Final Report & 
Demo 

● Able to accept 
voice 
commands 

● Gaze tracker 
ynchronizing 
with video feed  

● Able to generate 
text-based 
tutorials 

● Gaze-tracking 
implemented with 
2D heatmaps 

● Tutorials include 
both text and 
images 

● Have neurosurgeon 
create training 
module 

● Able to create 
virtual markers 

● 3D heatmaps added 

● Software 
ready for live 
demonstration 

● Final report 
and 
presentation 

 
  



Deliverables 

Minimum ● Working demo of tutorial editor 
○ Speech-to-text 
○ Generation of ​2D heatmap​ of gaze 

Expected ● Working demo of tutorial editor 
○ Speech-to-text 
○ Image capture 

● Generation of 2D and 3D heatmap of of gaze 
○ Ability to view heatmap data in using a graphical aid - either within 

the Hololens or some interactive 3D environment  

Maximum ● Working demo of tutorial editor 
○ Speech-to-text 
○ Image capture 
○ Marker creation 
○ Expertise levels 

● Using 3D and 2D gaze tracking heatmaps to optimize processes 
● Testing with ventriculostomy procedure under guidance of medical 

professional 

 
Dependencies 

Dependency Requirements Status 

Access to HoloLens & Pupil Labs 
HoloLens Binocular Add-on 

● Submit LCSR form for 
Robotorium access 

● Contact Dr. Huang for 
access to his lab 

Complete 

Access to existing codebase 
(Github) 

● Email Ehsan for Git invite Complete 

Installation of toolkits and Unity 
SDK 

● Visual Studio 
● Hololens Emulator 
● Unity 
● Vuforia 

Complete 

Neurosurgeon to try out a demo ● Get contact info at next 
meeting with mentors - 
February 27 

● Email/call neurosurgeon to 
set up date - March 1 

● Have single-user trial of 
demo - Mid-April 

○ Ventriculostomy 

In progress 

 
 



Management plan 
● Weekly meetings with collaborating team 

○ Tuesdays after class (3pm) 
○ Discuss integration 
○ Review compatibility 

● Biweekly meetings with mentors 
○ Updates on progress 
○ Conflict and dependency resolution 

● Source control 
○ Develop on a branch of existing codebase 
○ GitHub repository 

  



Reading list 
1. Evaluation of Optical See-Through Head-Mounted Displays in Training for Critical Care and Trauma. 
2. Microsoft Mixed Reality: ​https://developer.microsoft.com/en-us/windows/mixed-reality/ 

a. Mixed Reality Tools: 
https://developer.microsoft.com/en-us/windows/mixed-reality/install_the_tools 

b. Microsoft Mixed Reality Academy: 
https://developer.microsoft.com/en-us/windows/mixed-reality/academy 

3. Pupil Labs Documentation: ​https://docs.pupil-labs.com/ 
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