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Abstract—Computer-aided surgery (CAS), the intraoperative
application of biomedical visualization techniques, appears to be
one of the most promising fields of application for augmented re-
ality (AR), the display of additional computer-generated graphics
over a real-world scene. Typically a device such as a head-mounted
display (HMD) is used for AR. However, considerable technical
problems connected with AR have limited the intraoperative appli-
cation of HMDs up to now. One of the difficulties in using HMDs is
the requirement for a common optical focal plane for both the real-
world scene and the computer-generated image, and acceptance of
the HMD by the user in a surgical environment. In order to increase
the clinical acceptance of AR, we have adapted the Varioscope (Life
Optics, Vienna), a miniature, cost-effective head-mounted oper-
ating binocular, for AR. In this paper, we present the basic design of
the modified HMD, and the method and results of an extensive lab-
oratory study for photogrammetric calibration of the Varioscope’s
computer displays to a real-world scene. In a series of 16 calibra-
tions with varying zoom factors and object distances, mean cali-
bration error was found to be 1.24 0.38 pixels or 0.12 0.05
mm for a 640 480 display. Maximum error accounted for 3.33
1.04 pixels or 0.33 0.12 mm. The location of a position measure-
ment probe of an optical tracking system was transformed to the
display with an error of less than 1 mm in the real world in 56% of
all cases. For the remaining cases, error was below 2 mm. We con-
clude that the accuracy achieved in our experiments is sufficient
for a wide range of CAS applications.

Index Terms—Augmented reality, binocular, head-mounted dis-
play, varioscope.
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I. INTRODUCTION

T HE TERM “augmented reality” (AR) refers to the overlay
of computer-generated graphics over a real-world scene.

A special requirement of AR is the fact that the structure gen-
erated by computer graphics has to be linked to the viewed
scenery, i.e., the perceived position of the scenery and the com-
puter-generated object have to match. A typical application ex-
ample is the guidance of a mechanic during aircraft mainte-
nance. A head-mounted display (HMD) can be used to gen-
erate a virtual view for guiding the service engineer through
the plane’s blueprints during inspection. Besides using a display
system that allows for merging real and virtual views, a second
requirement is the accurate tracking of the position of the viewer
relative to the viewed scene [1].

Medicine is a field where the potential of possible applica-
tions appears to be tantalizing. The idea of providing X-ray
vision to the physician is as old as medical imaging itself;
realizing this goal in a way that is acceptable for the potential
clinical end-user is, however, a major technical challenge.
Computer-aided surgery (CAS), the guidance of the surgeon by
means of intraoperative image processing, is an ideal field for
AR since CAS provides all the basic technologies for AR such
as three-dimensional (3-D) image information for deriving a
virtual scenery and position tracking of the viewed objects
(typically the patient or the surgical tool). The clinical benefit is
the fact that the surgeon can concentrate on the operating field
rather than looking at a monitor. Among the technical problems
connected to the clinical application of AR are as follows

The joint display of virtual and real scenery in the HMD
which is difficult to achieve in a simple HMD design where
the only optical element in the viewer’s optical path is a simple
beamsplitter. From the basic principles of geometrical optics,
it follows that since the object distance of the virtual scenery
reflected on the semi-transparent beamsplitter is different from
the object distance of the real-world scenery, a common focus
cannot be achieved by the viewer’s eye. Either the virtual or the
real-world view, therefore, appear unfocused. Placing a beam-
splitter before the viewer’s eye is, however, the most common
design for commercially available HMDs.

The acceptance of the HMD by physicians. Clinical expe-
rience with CAS clearly shows that an additional cumbersome
device such as a bulky HMD will not find a place in the oper-
ating room.

0278-0062/02$17.00 © 2002 IEEE



992 IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. 21, NO. 8, AUGUST 2002

The registration of the virtual view and the real world which
has to be maintained at all times within the accuracy require-
ments of the specific CAS application. This makes exact cali-
bration of the HMD, i.e., the precise determination of the pro-
jective transformation between 3-D-coordinates and the HMD’s
display coordinates, and sophisticated real time tracking of the
HMD necessary [1]. Otherwise, inaccuracies as well as simu-
lator sickness are inevitable [2].

A method to overcome these difficulties is the integration of
the AR-display system into a well-accepted surgical tool such
as the operating microscope [3]. First of all, the usage of a com-
plex optical instrument instead of a simple beamsplitter allows
for merging virtual and real views in a common focal plane, thus
avoiding the problem of focusing both scenes at the same time.
Next, the operating microscope is a well-accepted surgical tool.
Finally, the operating microscope is mounted to a stable gantry,
therefore, the requirements for real time tracking are somewhat
relaxed. While an operating microscope with the capability of
merging real and virtual views is not a HMD, this approach ap-
pears to be a valuable method to introduce AR in clinical rou-
tine. However, the use of an operating microscope has limita-
tions. While it is widely used in neurosurgery, which was also
the first medical specialty to benefit from CAS, it is not avail-
able in all operating rooms, and many other surgical procedures
do not utilize such a device. Introducing an expensive and bulky
operating microscope for the sole purpose of AR appears also
infeasible from an economical point of view.

Using a conventional HMD or display devices such as a semi-
transparent panel suffer from the problem of not providing a
common focal plane [4]. Video-based solutions consisting of
a miniature monitor and a miniature video camera have also
been explored [5] but suffer from additional weight and parallax
effects as well as reduced visual quality of the real world scene.

This paper presents an alternative approach to solve the
aforementioned problems of AR visualization. We have adapted
a commercial miniature head-mounted operating binocular for
stereoscopic AR visualization. The design of the system and
a first assessment of the accuracy achievable with a standard
photogrammetric calibration method for various zoom factors
and working distances of the HMD constitute the content of
this paper.

II. M ATERIALS AND METHODS

A. The Varioscope AR

The Varioscope is a head-mounted, lightweight operating
binocular developed and produced by Life Optics, Vienna,
Austria (Available athttp://www.lifeoptics.com). It features
autofocus with automatic parallax correction (operating range:
approximately 300–600 mm) and zoom (magnification range
3.6–7.2 ). Parallax correction is necessary since the short
operating range would otherwise inevitably lead to double
images due to the parallax between left and right eye; in the
current version of the Varioscope, merging the optical axes of
the left and right tube is achieved by moving the tubes in- and
outwards. The overall weight of the Varioscope is about 300
grams. The physical dimensions of the base instrument are 73

Fig. 1. The principle of image overlay in the Varioscope AR. An additional
image from a miniature computer display is being projected into the focal plane
of the Varioscope’s objective lens. The merged image can be viewed through
the ocular of the Varioscope.

120 64 mm (W/L/H). Current clinical applications of this
instrument include plastic and reconstructive surgery, oral and
cranio-maxillofacial surgery, and orthopedics. In principle, it
replaces a fix-focus operating binocular.

This commercially available device was modified for AR
visualization in close cooperation with the manufacturer and
Docter Optics, Vienna, Austria; we refer to the prototype as the
Varioscope AR. Since the optical properties of the Varioscope
are the same as of an astronomical telescope, the insertion of
image rectification prisms into the optical path is necessary; this
offers a convenient way to add the beamsplitters for merging
the computer-images and the optical view as captured by the
lens of the Varioscope. One face of the image rectification
prism was covered with a thin semi-transparent layer acting as
a beamsplitter. Due to the design of this layer, the computer-
generated and real images are mixed at a ratio of 20/60, whereas
20% of the incident light are lost in the current prototype. In
spite of the loss of image brightness, the perception of the
image remains almost unchanged due to the low focal ratio of
the Varioscope.

The computer-generated images are displayed on two minia-
ture LCD displays with VGA resolution (AMEL640.480.24,
640 480 pixels, Planar Microdisplays Inc., Beaverton, OR).
The displays have an active area of 15.511.4 mm and a lu-
minance of 1700 cd/m. The high brightness of the displays al-
lows for projecting the image without additional background il-
lumination. In the original prototype used for the experiments,
the image size was reduced with a commercially available re-
duction lens (3.4/16, Docter Optics) by a factor of0.67. The
image with 8 10 mm was transferred through a flexible
image guide with 800 1000 fibers (IG 163, Schott Fiberop-
tics, Southbridge, MA) to a specially designed projection lens
of the Varioscope AR. The core distance of the fibers was 10

m. In order to get a more compact design (Fig. 2), the pro-
jection optics were changed immediately after the experiments
described in this paper so that the image guides became obso-
lete. The optical properties, however, remained the same. The
projection optics is designed in such a manner that the eye lens
(or ocular) of the Varioscope magnifies both the image from the
main lens and from the projection optics, both of which pro-
vide an image in the focal plane of the main lens (Fig. 1). By
exploiting this specific feature of the Varioscope, we were able
to solve the problem of providing a commonly focused view of
real and virtual scenes.
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Fig. 2. A photograph of the prototype of the Varioscope AR. Visible are
(a) the base instrument and (b) the housing for the projection optics with the
miniature displays. Since the Varioscope AR is designed for stereoscopic
vision, two display systems are connected to the Varioscope AR.

Fig. 3. Illustration of the parameters to be determined by the photogrammetric
calibration routine. In addition to the rigid body transformation between the
coordinate systemsRef andRef , the effective focal length, a projec-
tion parameter that originates from the underlying pinhole-camera model, has
to be determined.

B. Photogrammetric Calibration

The basic problem of relating 3-D position information to
the two-dimensional (2-D) coordinate system of the HMD’s
display is the photogrammetric calibration. We have decided
to employ Tsai’s algorithm for camera calibration described in
detail in [6]; an implementation of this algorithm by R. Willson
available in the internet underhttp://www.cs.cmu.edu/~rgw/
TsaiCode.htmlwas used [7]. We adopted parts of that code to
accommodate our requirements. In particular, we used a version
of the algorithm that allows the derivation of the parameters
for projective transformation by measuring a set of coplanar
real world coordinates. In this case, it is necessary to ensure
that the image plane of the optical system and the calibration
grid are not parallel, a condition which is easy to fulfill. This
is necessary in order to achieve clear separation between
the parameters of effective focal length and the translation
transformation between the coordinate system of the HMD and
the grid (see [6] and Fig. 3).

Basically, the algorithmdetermines a transformation from 3-D
world coordinates to 2-D screen coordinates. Eleven parame-
tersareneeded tocompute the transformation fromworldcoordi-
nates to the display coordinate system. These parameters are:

Six extrinsicparameters describing the global rigid-body
transformation relating the world coordinate system

to the coordinate system of the display. These are the
three Euler angles [8] describing the spatial orientation of the
display’s coordinate system, and three translation parameters
describing the location of the coordinate system’s origin. In our
case, the orientation of the coordinate system is described in
terms of a rotation matrix derived from the Euler angles, and
a 3-D translation vector .

Five intrinsic parameters describing the projective prop-
erties of the display. These parameters are as follows.

— , the effective focal length of the optical system.
— , the lens distortion coefficient. This quantity takes

the residual optical error of geometrical distortion in the HMD’s
main lens into account.

— , the uncertainty scale factor, a quantity that takes
the finite size of the display’s pixel elements as well as other
sources of error into account. This quantity was not used in our
implementation since it turned out that it shows no measurable
influence on the calibration.

— and , the coordinates of the display’s center.
These parameters were determined manually by positioning a
crosshair at the center of the HMD’s field-of-view.

The intrinsic parameters as well as the transition from the
world-coordinate system to the display-coordinate system are
described in detail in [6]. The algorithm was implemented in
ANSI-C for a Sun UltraSPARC 10 (Sun Microsystems, Palo
Alto, CA) and an Intel based PC running SuSE Linux 6.4 (SuSE
GmbH, Nürnberg, Germany). A graphical user interface (GUI)
for the algorithm was programmed using Tcl/Tk 8.0 [9].

C. Experimental Procedure

The Varioscope AR was mounted to an optical table (Fig. 4)
together with an aluminum plate containing a rectangular grid
with 2.5-mm diameter holes and a 6-mm grid constant (Fig. 5).
The grid was machined with 0.03-mm positioning accuracy.
In our framework the calibration algorithm requires a set of
coplanar world coordinates; the coordinate system was chosen
in such a manner that the-axis of the coordinate system is
normal to the grid’s plane, therefore, the coordinate-vectorof
the grid was given as .

The GUI used by the calibration program consists of a
window with the exact dimensions (640 480 pixels) of the
HMD’s display. A crosshair can be freely moved in this window
by a mouse positioned to any locationon the display. When
taking a measurement, the crosshair was aimed at the center of
a gridpoint on the calibration grid to obtain a position vector

in pixel units. The corresponding 3-D coordinatewas
obtained by counting the gridpoints relative to the (arbitrary,
but preselected) center of the grid’s coordinate system and
multiplying the values for the and grid positions with the
grid constant, with being zero for any point. Both the 2-D
screen coordinates and the corresponding 3-D grid locations

were recorded.
Sixteen measurement series with varying zoom factors and

different distances between optics and grid were performed.
Since the Varioscope does not have discrete zoom factors, we
used the minimum zoom, the maximum value, and two inter-
mediate factors. The number of acquired points for a calibra-
tion depended on the zoom-dependent field-of-view of the Var-
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Fig. 4. Experimental setup for determination of the photogrammetric
registration parameters. (a) The Varioscope AR was mounted to (b) an optical
table. During the measurements, a crosshair at a defined 2-D screen position
~d is displayed on the HMD by the (d) miniature display system. The crosshair
was aimed at the center of a grid point on (c) the calibration grid, and the 3-D
coordinate of the gridpoint~r is recorded. See Fig. 5 for a detailed view of
the calibration grid. In this photograph, the first prototype of the Varioscope
AR with image guides is shown. These were removed in the current prototype
without changing the optical properties of the display system.

ioscope; they ranged from 30 to 110. Four measurement series
were taken for each zoom factor. Also, four different distances
of the grid from the HMD were used. The distance between
HMD and grid was determined using a measuring tape. The
grid’s distance to the HMD was increased for each measurement
by 50 mm, starting from an initial distance of approximately 200
mm. The scale factor between the display and the world coor-
dinates was calibrated by displaying a bar of 100-pixel length
on the Varioscope’s display, the real world length of which was
determined visually with a ruler on the grid plate. The average
and maximum registration error as computed by the photogram-
metric calibration algorithm was recorded; the scale calibration
was used to compute the registration error in millimeters.

Furthermore, the effect of correction for the optical system’s
radial distortion was assessed. Tsai’s algorithm allows the ra-
dial distortion in an optical system to be determined; a func-
tion for transforming 3-D world coordinates to display coordi-
nates whilst taking distortion into account is given in [6]. Since
we planned to display a virtual scenery by using the OpenGL
graphics library [10], it was important to determine whether ra-
dial distortion was an important issue in the Varioscope AR or

Fig. 5. (a) The calibration grid used for calibrating the HMD using Tsai’s
camera calibration algorithm. The grid was made using a high precision mill;
each hole has a diameter of 2.5 mm. The grid constant is 6 mm. Furthermore,
(b) an optical probe with three LED elements for tracking the grid’s coordinate
system can be seen.

Fig. 6. (a) The surgical bayonet probe used for determination of the success
of the HMD’s calibration. Attached to (b) the probe’s tip is a small ruler which
allows for measuring the difference between the visual position of the probe’s
tip and its position after transformation to the HMD’s display in millimeters.
(c) For flexible positioning, the probe was fixed with a small vise to the optical
table.

not. OpenGL supports perspective rendering, but radial warping
of the viewed scenery to compensate for radial distortion caused
by the Varioscope’s optics would be difficult to implement [11].
If it were possible to neglect radial distortion the task of porting
the graphics display to OpenGL would greatly be simplified.

Finally, we tested whether the projective transformation
calculated by the photogrammetric calibration program trans-
formed points which are in the coordinate system of the grid
but not in the grid plane to an appropriate position on the
HMD’s display. For this purpose, a position measurement
probe of an optical tracking system commonly used in CAS
(Flashpoint 5000, Image Guided Technologies Inc., Boulder,
CO, [12], [13]) was attached to the grid (Fig. 5). The technical
accuracy of the tracker is better than 1 mm [14]. The tip of a



BIRKFELLNER et al.: HEAD-MOUNTED OPERATING BINOCULAR FOR AUGMENTED REALITY VISUALIZATION IN MEDICINE 995

TABLE I
OPTICAL PARAMETERS AND SETTINGS FOR16 CALIBRATION RUNS. FROM THE 16 MEASUREMENTS, FOUR WEREMADE FOREACH OF THEFOUR CHOSENZOOM

FACTORS(SECOND COLUMN). THE NUMBER OF POINTS MEASURED FORDERIVING A CALIBRATION WAS RECORDED IN THETHIRD COLUMN. THE FOURTH

COLUMN CONTAINS THE APPROXIMATE DISTANCE BETWEEN THECALIBRATION GRID AND THE HMD. THE SCALE OF THE IMAGE AS PERCEIVED IN THE

VARIOSCOPEARE FOUND IN THE FIFTH COLUMN. FINALLY , THE EFFECTIVE FOCAL LENGTH, THE AVERAGE AND MAXIMUM CALIBRATION ERROR, AND THE

LENS DISTORTION COEFFICIENT� AS DETERMINED BY THE ALGORITHM, ARE IN COLUMNS SIX TO NINE. AS OPPOSED TO THE

SETUP VALUES IN COLS. 1 TO 5, THESE VALUES REPRESENTRESULTS FROM THE CALIBRATION MEASUREMENTS. LENS DISTORTION

WAS TAKEN INTO ACCOUNT FORCOMPUTING THE CALIBRATION ERROR

surgical bayonet probe also equipped with LEDs (Fig. 6) was
used as a target and moved in the grid coordinate system in
the focal range (approximately 50 mm) of the Varioscope. The
reference coordinate system of the grid’s position measurement
probe (Fig. 5) was transformed to the grid’s coordinate system
by deriving a rigid-body transformation with a point-to-point
registration algorithm [15] also widely used in CAS [14].
The fiducial registration error [16], given the euclidean error
after transforming fiducial positions used for finding the
transformation back to their original coordinate system, was
found to be 0.7 mm. By reading the bayonet probe’s position
into the workstation driving the HMD (see [17] for a detailed
description of the computer’s interface to the tracker) and
transforming these readings to the grid’s coordinate system,
a coordinate was derived which was then transformed to
the HMD’s display coordinates. The error was assessed in
millimeters by comparing the position of the probe’s tip as seen
through the Varioscope with the position of the tip displayed as
a cross by the HMD. The points selected were approximately
equally distributed throughout the volume limited by the field
of view of the Varioscope AR and the focal range. Comparison
was done by attaching a small ruler to the probe so that the
differences could be directly read out visually in units of
millimeters (Fig. 6). The error given as the visual difference
between displayed and true tip position was classified in three
intervals of 1 mm, 1 mm 2 mm, and 2 mm.
Three measurements were taken for each calibration, resulting
in a total of 48 measurements for the 16 calibration procedures.

III. RESULTS

The experimental parameters such as the number of measured
point coordinates, distance between grid and HMD, and scale
for the 16 calibration experiments were collected in Table I.
The resulting intrinsic parameters for the projective transfor-
mation from world coordinates to display coordinates (effective
focal length and distortion coefficient ) as calculated by the
camera calibration algorithm were also collected in this table.
Fig. 7 shows a graph visualizing the relationship between ef-
fective focal length and the approximate distance between the
HMD and the grid. Average error of the calibration as deter-
mined by transforming the 3-D grid coordinates to the two-di-
mensional (2-D) display coordinates using the found projection
parameters accounted for 1.240.38 pixels or 0.12 0.05 mm,
respectively, when applying the radial distortion correction, and
for 1.58 0.34 pixels or 0.15 0.04 mm, respectively, without
distortion correction. Maximum error was found to be 3.33
1.04 pixels and 0.33 0.12 mm, respectively, with correction
and 4.24 1.22 pixels or 0.42 0.14 mm without distortion
correction. Detailed results for the calibration errors determined
with and without distortion correction are shown in Fig. 8. The
data presented in this diagram show that for each zoom factor
and each distance between the HMD and the viewed object (i.e.,
the calibration grid), distortion correction does not significantly
influence the performance of the HMD when projecting the 3-D
world coordinates to the display coordinates.

Out of the 48 measurements carried out with the surgical bay-
onet probe, with positions outside the plane of the calibration
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Fig. 7. The effective focal length for various zoom factors (Minimal, Maximal,
and two zoom factors Medium 1 and Medium 2 in between) as a function of the
approximate distance between HMD and the grid.

Fig. 8. The average calibration error for the 16 calibration runs; the error was
transformed to millimeters using the actual scale factor for each measurement.
In the case of the first graph, the geometric radial distortion of the Varioscope
was taken into account using the found distortion parameters. In the second
graph, distortion was omitted. The number of point measurements used for each
calibration is given in Table I.

grid, the error between the visual position and the position
displayed in the HMD was less than 1 mm in 56% of all mea-
surements, and in the remaining 44% less than 2 mm. No error

beyond 2 mm was encountered.

IV. DISCUSSION ANDCONCLUSION

The development of the Varioscope AR is an ongoing re-
search effort; important features like the automatic selection of
the appropriate set of calibration parameters from given internal
optical parameters like zoom and focal distance are still to be
realized. However, our experiments show that an accurate cal-
ibration of a head mounted operating binocular can fulfill the
accuracy requirements of CAS, which are technically limited
by the resolution of the imaging modality used for preopera-

tive planning. At the moment, conventional CT-scanners found
in clinical practice can provide images with a resolution of ap-
proximately 0.25 0.25 1.00 mm . Especially, the error
obtained for the measurements using the surgical bayonet probe
and the optical tracking system compares well with the overall
accuracy of the tracking system. As shown in Fig. 8, correc-
tion for radial distortion does not significantly improve the cal-
ibration accuracy, especially when comparing these values with
a navigation system’s errors [14]. Further improvements are,
however, still possible, for instance by increasing the number
of gridpoints for calibration. Furthermore we have established
a steady relationship between the distance of the viewed ob-
ject (the grid) and the effective focal length (Fig. 7). Therefore,
accurate measurement of the Varioscope’s current zoom factor
in real time, e.g., by attaching a linear encoder to the Vario-
scope’s internal mechanics, can be used to unambiguously as-
sign and use the correct calibration dataset. This has been per-
formed previously for operating microscopes [3]; due to the fact
that in the case of the Varioscope AR and operating binoculars
in general the field-of-view and the depth-of-field is larger, we
do not expect considerable problems when implementing this.
In fact, a survey of the commercial literature available from
three leading manufacturers of operating microscopes revealed
a field-of-view ranging from 150 mm down to 7 mm. Comparing
this with the data given in [18], the field-of-view of an operating
binocular ranges between 176.6 and 38 mm. The Varioscope
with its field-of-view between 140 and 33 mm, therefore, be-
longs to the latter category. Currently, the Varioscope AR can
be used for further experimental work without automatic focus
and zoom adaptation like a normal operating binocular.

As a consequence, calibration for a given zoom factor and a
given object distance (which also can be determined using the
autofocus system of the Varioscope) needs to be carried out only
once and does not have to be repeated for each use of the Vario-
scope AR in the operating theater. The modifications necessary
for zoom and focus are currently under way but were not yet
fully implemented.

The system will first be connected to VISIT, a navigation
system developed at our hospital [14], [17]. VISIT includes
an optical tracker which will be used also to track the HMD.
Computer-aided insertion of endosteal implants in the skull
for prosthetic and reconstructive purposes [14], [19], [20]
have been the first clinical applications of VISIT; the basic
task of the system is to guide the surgeon in the operating
theater to an implant position planned preoperatively on a
high-resolution CT scan. The planned and the actual drill
position are visualized on the real-time system by means of
OpenGL rendering; this was done using the freely available
library Mesa 3.0 (http://www.mesa3d.org). The accuracy of
VISIT was found to be 1.30.3 mm [14]. The results of this
study compare well with these results, thus the intraoperative
use of the Varioscope AR is straightforward and will consist
of displaying the actual drill position relative to the planned
implant position, overlaying the real world display of the
operation field with the computer graphics.

A system for connecting the Varioscope AR to the navigation
system has already been developed. A high-performance work-
station running VISIT interfaces to an Intel-based PC connected
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to the HMD and the optical tracker; therefore, all position infor-
mation regarding the HMD, the patient, and the surgical tools is
at hand. Despite the fact the Varioscope AR is still under de-
velopment, the large depth-of-field of the system allowed for
first cadaver studies [21]. Besides the further development of
the system, preclinical and clinical evaluation at various surgical
departments form the current focus of our work.
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