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1 Abstract

Orbital blowout fractures occur due to significant

blunt trauma to the eye and can result in numer-

ous problems for a patient. Treatment involves an

orbital floor reconstruction surgery to repair the or-

bital aperture. This procedure involves the arduous

task of implanting an orbital floor implant within

the eye socket. To improve patient outcomes and

reduce the operative time of this procedure, an aug-

mented reality navigation system is proposed. The

system involves a robust registration process utiliz-

ing a fiducial initialized iterative closest point algo-

rithm, calibration of an orbital implant, and visu-

alization through an Unity application.

2 Background

This section introduces the background to the or-

bital floor reconstruction surgery in terms of the

cause of the damage and the reconstruction proce-

dure.

2.1 Orbital Blowout Fracture

Orbital blowout fracture is deformity caused by sig-

nificant blunt trauma to the orbital aperture, more

commonly known as the eye socket. If a patient

experiences blunt trauma from an object that is of

larger size then the orbital aperture, then fractures

can occur on the orbital floor and medial wall of the

eye-socket, the anatomical consequence of which are

included below [6].

Figure 1: CT Slice of patient with orbital floor frac-

ture and clearly visible herniated tissue into the

maxillary sinus, circled [6]

Orbital blowout fractures are common and ac-

count for about 40 percent of all facial fractures.

This is primarily due to thinness of the orbital floor.

Once the orbital has fractured, the bone will be dis-

placed downward into the maxillary sinus [4]. As a

result, the contents of the orbital aperture will her-

niate into the newly opened space. This can cause

a variety of problems for the patient and can affect

their ability to have proper ocular alignment which

can result in difficulty of sight. This is known in

the medical community as tropia. Tropia in pa-

tients with orbital blowout fracture tend to have

constant upward or downward gaze [4].

2.2 Orbital Floor Reconstruction

To return orbital tissue from the maxillary sinus

and into the eye socket as well as realign the eye, re-

construction of the orbit floor is necessary. The pro-

cedure involves the placement of an orbital implant

that restores structure to the eye socket, preventing

any orbital tissue from returning to the maxillary
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sinus and improving any previous tropia [4]. An

image of an orbital implant is shown below, to il-

lustrate the implant location with respect to other

anatomical landmarks.

Figure 2: Image of implant being placed in the cor-

rect orientation and location by a clinician.

The implant is originally not patient specific and

shaping the implant to a relevant size for a partic-

ular patient is necessary for restoring stability in

the orbital aperture. In order to ensure proper fit

in the eye socket, the surgeon may shape the im-

plant multiple times before settling on a shape that

is appropriate for the patient’s specific anatomy. If

the implant is not flush with the orbital wall, it

may cantilever during fixation and cause unneces-

sary damage to orbital tissue.

Orbital floor reconstruction surgery is a long

and arduous process, requiring significant attention

from the surgeon and manipulation of delicate and

complex structures in a tight, compact space. Due

to the nature of the orbital floor bone and manner

in which it may fracture, shattered bone fragments

may be present scattered in the maxillary sinus and

in other regions within the operative field.

2.3 Problem

The orbital aperture is a tightly confined space due

to the fact that its primary purpose is to provide

structure to the ocular system. As a result, a frac-

ture in the orbital aperture is difficult access since

it is within the compact space, behind the eye. Ad-

ditionally, any incision made in order to access the

tissue underneath is must be small, giving surgeons

limited visibility into the orbital aperture. As a re-

sult, it is difficult for surgeons to develop context

and orientation of the anatomy once they have dis-

sected along the orbital wall. This sense of orien-

tation is necessary, as placement of the orbital im-

plant plate requires precise shaping of the implant

and identification of the posterior edge of fracture.

Correct implant placement involves placing the im-

plant’s distal portion on this location the fracture.

This portion of bone is known as the posterior ledge.

The implant must rest on this bony structure into

order to remain securely in place. Since the pos-

terior ledge is towards the backside of the orbital

aperture, it can take surgeons multiple attempts

before they feel confident that the implant is rest-

ing on the posterior wall as they struggle to see its

location through the relatively small incision and

following dissection. Additionally, finding the pos-

terior ledge can take up a significant portion of op-

erating time.

2.4 Need

This relative operative blindness is an indication of

a clear need for improved surgical navigation and

visualization techniques specific for orbital floor re-

construction. An augmented reality navigation sys-

tem for orbital floor reconstruction surgeries is pro-

posed to resolve the problem of low visibility of the

distal orbital wall during the procedure, so that

misplacement may be avoided. The introduction

of a head mounted display to provide navigation to

surgeons in the orbital floor implant process would

reduce operation time and increase surgeon confi-

dence in secure implant placement.

2.5 Current Surgical Workflow

Current surgical process is made up of three core

phases. The surgical process begins with a dissec-

tion along the orbital bone in order to access the

fracture area and the orbital aperture. The eye is

pulled upward in order to get clear access to the

orbital floor or medial wall. Once access is estab-

lished, the fracture cavity is examined, and herni-

ated tissue is slowly returned to its proper location.

This process allows the fracture cavity to be ex-

posed. The end of the first phase is characterized

by the clearing of the fracture cavity and the re-

moval of pieces of fractured bone.
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The second phase of the surgery involves the sta-

bilization of the orbital aperture by the introduc-

tion of an orbital plate. This phase of the surgery

is an arduous process, taking up a significant por-

tion of operation time. First, the orbital implant

is shaped to the patient’s specific anatomy by the

surgeon’s intuition of the operative field from the

completion of phase 1. Once the surgeons feel as

if the implant is in the correct shape, they will at-

tempt implantation. It is very rare for the implant

placement to be perfect on the first try. The sur-

geon will take multiple attempts to shape the im-

plant correctly and then place the implant in its

proper place. This phase poses the most challenges

to the surgeon. Implant placement is difficult due

to the nature of the dissection and tight, compact

space. Additionally, the presence of delicate, com-

plex anatomy in the area adds additional complex-

ity to an already complicated process. The use of

a navigation for this portion of the surgery would

decrease operation time used for searching for the

posterior ledge and increase surgeon confidence in

implant placement.

Phase 3 of the operation begins after the surgeon

is convinced with their placement of the orbital im-

plant and its shape. Afterward, the surgeon will

return the eye to its proper location and test eye

mobility. Due to the invasive nature of the proce-

dure in the eye socket, it is important to ensure that

all ocular muscles are in their correct location and

that the eye is able to move properly. Once the eye

mobility is checked, the dissection and incision are

sutured and closed up.

3 Deliverables

The deliverables for this project fall into three main

categories of achievement; Registration, Calibra-

tion and Visualization.

Point/Surface Registration Method for

Orbital Socket The following are descriptions of

camera-based tracker accuracy.

• Minimum: Target Registration Error of less

then 4 mm.

• Expected : Target Registration Error of less

then 3 mm.

• Maximum: Target Registration Error of less

then 2 mm.

Calibration of Implant with Respect to

Tracked Hemostat

• Minimum: Pivot calibration of the distal edge

of the implant. Only modeling distal edge.

• Expected : Use calibrated pointer to model the

implant distal edge. Only modeling distal

edge.

• Maximum: Use calibrated pointer to model

the entire implant.

Visualization of Tracked Implant with Re-

spect to CT

• Minimum: Visualization on 3D-Slicer via

OpenIGTLink.

• Expected : Visualization in augmented reality

system like HoloLens or Unity.

• Maximum: Comparison between 3D-Slicer

implementation and HoloLens implementa-

tion.

4 Results

Compared against the deliverables, the results of

our project is presented in this section.

4.1 Registration

Two anatomic features are selected to calculate the

target registration error: temporal bone tip and the

intersection of the zygomatic bone and superaor-

bital margin. The CT model (converted to left

handedness) coordinates for these two anatomic

features can be shown in Figure 4 and 3. The

TRE for fiducial-based registration on these two

anatomic features are calculated to be 1.6366 mm

and 1.0700 mm, respectively.
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Figure 3: The coordinate of the temporal bone tip

on the left-handed CT model

Figure 4: The coordinate of the intersection of the

zygomatic bone and superaorbital margin on the

left-handed CT model

Figure 5: The target coordinate of the two

anatomic features

The average registration residual is calculated to

be 0.63 mm and 2.33 mm for fiducial-based regis-

tration and fiducial-initialized ICP registration, re-

spectively.

Figure 6: The registration residual. Left: fiducial-

based; Right: fiducial-initialized ICP

Although the average residual of ICP registra-

tion was low, the TRE was tested to be high. We

conclude that it did not converge for the points

we collected specifically. By comparing the derived

transformations of fiducial-based registration and

ICP, we found that rotation matrix did not differ

too much but the position offset changed by a lot

(around 10 mm in both x axis and y axis, 1 mm

in z aixs) as shown in Figure 7. We conclude that

the ICP made the fiducial-based registration worse.

However, the fiducial-based registration works well

in our case.

Figure 7: The derived transformations of both

fiducial-based and ICP

4.2 Calibration (Digitization of the

Implant)

The implant used to validate the calibration process

of the system was an orbital floor implant sample

from the manufacturer, DePuy Synthes. To com-

plete the calibration process, points were captured

along the sides and on the edges of the grids within

the implant. These points were captured using the

tracked pointer tool of the Polaris system. Prior to

this step, the implant was securely clamped by the

hemostat, as shown below.

Figure 8: Depuy Synthes Orbital Floor Implant

Clamped by Hemostat
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After points were captured, the data was then

parsed by the calibration code and digitized. Using

a number of python packages including pyvista [8],

pymeshfix, and vtk [7], a surface mesh of triangles

was created from the digitized points. It was ob-

served that the greater number of points collected

resulted in a more accurate surface mesh. The accu-

racy of the implant model is a key portion of making

the system functional. Though point collection can

take 1 to 2 minutes, it is paramount that a large

number of points be collected to ensure that the

model is as accurate as possible.

Once a surface mesh is made, a thickness factor

is added to the mesh. First, the surface mesh is

extruded using the vtk package. It is important to

note that this is thickness must be measured from

the implant directly in order to maintain the best

accuracy. Once this thickness is added, pymesh-

fix is used to rid the new mesh of any potential

non-manifold faces. This step is crucial in ensur-

ing that the mesh not have any faces that cannot

exist in the real world. This includes faces within

faces and other triangles in the mesh that are inter-

secting each other. After the mesh has been rid of

these deformities, it is then tetrahedralized to give

it a 3D shape. This step is crucial to ensure that

the implant is visible in the visualization portion of

the system. A plain surface mesh will not be visi-

ble in the visualization due to the fact that has no

thickness.

4.3 Visualization

The visualization is done by Unity webcam appli-

cation. It can also be compiled to be a HoloLens

application so the user can use the system in head-

mounted display. The skull model overlay is suc-

cessfully made while the implant motion is not sta-

ble, although the static pose and position was tested

to be correct. This can be solved by a better mov-

ing method in Unity frame update. The skull model

overlay can be seen in Figure 10.

Figure 9: Final 3D Accurate Implant Model

Figure 10: The skull model overlay and the static

implant

5 Methods

The experiment is set up as the Figure 11 shows.

The system has a Northern Digital Inc. Polaris op-

tical tracking system which provides high accuracy

in tracking of other components. There are three

tracked tools: one attached to the physical skull

model, another attached to the hemostat that holds

the implant, and a tracked pointer. The detailed

procedure and theory are discussed in the following

sections.

5.1 Transformation Map

The transformation map can be viewed in the Fig-

ure 13. The three unknown transformation rela-

tions are the transformation from the Unity/HMD
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space to the physical skull space, the transforma-

tion from the tracked AR marker to the physical

skull space, and the transformation from CT space

to the physical skull space. The Python server is

implemented to solve these transformations. Iter-

ative closest point algorithm can be used to get

the transformation from CT to skull. And the AR

marker can be tracked by Vuforia virtual reality en-

gine that is integrated in Unity. To get the trans-

formation from AR marker to the skull, we simply

used a point cloud registration by getting the four

corners of the AR marker in skull space to the de-

sired corresponding points in virtual space.

Figure 11: Hardware and experiment setup

5.2 System Components and Main

Procedure

The system consists of a server in Python and a

client in Unity. The communication is done by UDP

protocol. The Figure 12 depicts the composition of

the system.

Figure 12: System components diagram

The user procedure includes five steps that was

showed in the Figure 12. The calibration method

is pivot calibration. Then, the model sampling

method allows the user to specify frequency and

the number of the points the user needs to take.

The sampling method also allows the user to spec-

ify which tracked tool to be the base coordinate

system. After that, the implant model is created

by Delaunay triangulation. In order to give the im-

plant surface a thickness, we can use the Uniform

Mesh Resampling in Meshlab, or using the pymesh-

fix library available in Python. The registration

and transformation calculation is then carried out

based upon the transformation map that was dis-

cussed in Section 5.1 Transformation Map. Among

these steps, handedness handling should be made.

There are two different methods to handle handed-

ness which will be discussed in Section 5.5.1 Left

Handedness. Now the transformation (the pose of

the skull and implant model) be can send to the

Unity client for visualization.
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Figure 13: The transformation map used in this project

Figure 14: The main procedure in the system server

5.3 Polaris Interface

We used the older version of Polaris optical tracker

by Northern Digital Inc.

In this project, the raw Polaris data collec-

tion hardware interface used is the scikit surgeryn-

ditracker library developed by Wellcome EPSRC

Centre for Interventional and Surgical Sciences at

University College London. It is a light-weighted

package that is easy to customize. There are two

known issues when working with this package. One

is that on Windows development environment, it

only properly installs under Python 3.6. However,

Python 3.7 works for both Linux and MacOS de-

velopment environment. The other problem is that

an UnicodeDecodeError is reported when using 3

tracked bodies and the system uses “BX Trans-

forms”, which can be fixed by changing source code

in nditracker.py to “TX Transforms”. The same

problem also happens when using 1 tracked body

and the system uses ”TX Transforms”. Details can

be seen in the github issue link: [5].

To customize the interface, a polarisUtili-

tyScript.py is created. This script is located in the

serverPython/util folder of the project repository.

To improve code reusability, the point collection

method is made to be able to collect point directly

with respect to another tracked tool. This largely

decreases the transformation calculation procedure.

Details can be seen in the polarisUtilityScript.py

script.

5.4 Iterative Closest Point Registra-

tion

The iterative closest point (ICP) algorithm is used

for finding the transformation between the CT

model and the physical model. In this project, we

converted the Matlab code from the programming

assignment 4 of the Computer Integrated Surgery

I to Python code. The original Matlab version

Github repository is here: [3]. The Python code
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is integrated in the serverPython folder of this

project.

The search method of ICP is octree search. The

ICP convergence largely depends on the coverage

of the sampled points. However, more points will

result in a very long processing time, which would

be a drawback of the clinical use. Moreover, some

points may not practically accessible, because only

the eye socket area is exposed.

In our implementation, the ICP is initialized by

a fiducial-based registration. In the practical use,

these fiducials can be some anatomical features.

Then, the registration is refined by ICP.

5.5 Noteworthy Solutions

There were some challenges posed during the im-

plementation of the project. Most challenges have

been handled but the visualization still has issues

that are not solved.

5.5.1 Left Handedness

Unity uses a convention of left handedness, while

all the other coordinate systems (Polaris, CD mod-

els etc.) are in right handedness. This problem

is solved by two different methods, and there are

two different branches in the Github repository.

The “master” branch handles the handedness by

“Calculate, convert, send”, while the “lefthanded”

branch handles the handedness by “Convert, calcu-

late, send”. More specifically, the “Calculate, con-

vert, send” method means to calculate the transfor-

mations under assumption that all the coordinate

systems are in right handedness, then only the de-

sired results are converted to lefthandedness and

sent to Unity client. On the other hand, the “Con-

vert, calculate, send” methods corresponds to con-

verting all the coordinate system to lefthandedness

initially and then conduct procedures needed. In

“Convert, calculate, send” method, the skull model

used in ICP is flipped along x-axis to match the

Unity. In the Polaris collection, all the x, y, and z

are flipped to have a left handed coordinate while

not changing the rotation matrix.

5.5.2 Vuforia Tracking

Vuforia is a augmented reality engine that is inte-

grated in Unity. One important feature in Vuforia is

the image tracking feature. Vuforia tracks an image

and estimate the pose of the image. We utilize this

feature to complete our transformation chain. How-

ever, sometimes the Vuforia engine takes a flipped

pose of a horizontal marker. The effect can be seen

in Figure 15. We found Vuforia is more capable to

successfully calculate a vertical AR marker pose.

Figure 15: The wrong tracking of Vuforia

5.5.3 Non-Manifold Implant Issue

After parsing the point calibration data collected

from the tracker pointer on the implant clamped

to the hemostat, a surface mesh could be created

of the digitized points using the pymesh package

however, this model would not appear in the visu-

alization. After inspection, it was determined that

thickness would need to be added to the surface

mesh. This proved to be difficult as a simple extru-

sion of the surface mesh would simply yield another

surface mesh. In order to tetrahedral the surface,

several packages were attempted to be used to ac-

complish the task, yet all yielded the same error,

Cannot tetrahedralize non-manifold mesh. After re-

searching the definition of a manifold mesh, it was

difficult to determine a remedy to the issue without

having to load the surface mesh into a computer-

aided design software to remove all non-manifold

vertices within the model. However, after some

more research, it was determined that it could be

done within the code using the pymeshfix package.

Unfortunately, after this step, the tetrahedralized

mesh turned out to not be Representative of the

actual geometry. Up till this point thickness was

only added in one cardinal direction. After some
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experimentation, it was discovered that in order to

have the most accurate 3D model, thickness must

be added in all three cardinal directions.

5.5.4 Visualization Issue

Although the transformation can be accurately cal-

culated, the accuracy is still limited by the Vuforia

image tracking. To improve the accuracy of the

model overlay, a calibration procedure may need to

be done. A calibration work done by Azimi et al

[1] can be a solution. This calibration procedure

requires a tracked head mounted display.

6 Accomplished vs Planned

6.1 Registration

Fortunately, the maximum deliverable declared

at the beginning of the project was achieved by

fiducial-based registration. Through the use of a ro-

bust communication system and interface with the

NDI Polaris optical tracking system, we were able

to efficiently collect tracking data and implement an

effective iterative closest point algorithm. This iter-

ative closest point algorithm, initialized with fidu-

cial registration, provided us with a highly accurate

registration procedure, with a target registration er-

ror of around 1 mm. This is elaborated in the result

section.

6.2 Calibration

Of our set deliverables for the calibration portion

of this project, we achieved the maximum objec-

tive. Through a robust calibration procedure, we

were able to fully digitize the implant and create a

highly accurate 3D model that can be used in the

visualization portion of the system. The methods

to develop this system are elaborated in the results

section as well.

6.3 Visualization

Through significant effort, the expected deliver-

able for this portion of the project was achieved.

6.3.1 Unity Application

We were able to successfully overlay a registered

portion of the skull on the skull model using a de-

veloped Unity webcam application. This applica-

tion is easily transferable and compiled onto the

HoloLens head mounted display. More details are

provided in the results section.

6.3.2 3D-Slicer Visualization

Despite significant effort, this portion of the project

was not fully accomplished. We were able to make

critical head way into this portion of the visualiza-

tion, but were not able to complete it due to an

issue with the NDI Polaris interface with 3D-slicer.

We able to effectively visualize the skull along

with the digitized implant. Additionally, through

the use of the software extension, OpenIGTLink in

conjunction with the use of an example data server,

we were able to move the implant around the visual

field.

Figure 16: Skull along with tracked implant 3D-

Slicer visualization from example data server.

However, the major roadblock encountered with

this portion of the project was being able to send

tracked maker data to 3D-Slicer. In order to ac-

complish this, we chose to use the PLUS Toolkit

software interface. PLUS Toolkit is a software de-

veloped for providing a reliable interface between

tracker technology and 3D-Slicer. The software

includes the capability to interface with a num-

ber of different trackers and send the correspond-

ing tracked information to 3D-Slicer to be visual-

ized. In order to interface with the tracking system

through PLUS Toolkit, it is necessary to develop

9



a device set configuration file, to indicate to the

PLUS Toolkit software that you would like to com-

municate with the tracker to provide you with data

regarding your tracked markers of interest[2]. Sev-

eral different parameters must be accurately defined

in the file in order to ensure that interfacing with

the tracked system can occur. After trying numer-

ous different device set configuration files, we were

able to develop one that was able to effectively com-

municate with PLUS Toolkit without any errors.

Though PLUS Toolkit was not outputting any er-

ror messages, it was still not visualizing the desired

tracking data in 3D-Slicer.

Figure 17: PLUS Toolkit Software indicating suc-

cessful connection to NDI Polaris

To communicate any tracking data in 3D-Slicer,

a software extension known as OpenIGTLink [9]

must be installed. This extension must then be

configured to receive information from outside 3D-

Slicer. OpenIGTLink is a TCP-based communica-

tion system, in which OpenIGTLink can act as ei-

ther a server or client. In this case, we would be

using OpenIGTLink as a client to receive informa-

tion from the local server created by PLUS Toolkit.

OpenIGTLink was able to communicate with PLUS

Toolkit and indicated in 3D-Slicer that it was re-

ceiving messages from the PLUS Toolkit server,

however no data was being actively received by

OpenIGTLink. We believe that OpenIGTLink was

not the culprit in this problem, but rather PLUS

Toolkit. We dug deeper into investigating why the

interface between PLUS Toolkit and the NDI Po-

laris was not yielding any meaningful tracker data

and found that PLUS Toolkit had established a con-

nection with the NDI Polaris but was not receiving

any valid tracking data from the system. This was

further evidenced by the fact that PLUS Toolkit

gave us no error messages, debug suggestions, and

other notices regarding the connection between the

two.

This was the central issue with the 3D-Slicer

visualization. After considerable effort in trying

to debug this issue, researching and implementing

software examples and tutorials, as well as read-

ing all the available documentation available, we

reached out to the developer team at PLUS Toolkit

to diagnose what element of the process we could

have missed in establishing the interface between

PLUS Toolkit and the NDI Polaris.

7 Future Works

7.1 Hololens Application

While achieving the assigned deliverables was an ac-

complishment for the semester, the primary objec-

tive for the project is to develop a functional, highly

accurate augmented reality navigation system; ide-

ally visualized through Microsoft’s HoloLens. Hav-

ing created a functional Unity application, it is not

unrealistic to say that a functional HoloLens ap-

plication is possible in the near future. Develop-

ing such an application of a head mounted display

(HMD) will provide the surgeon’s with the most

most practical visualization method. While previ-

ous studies have shown that these systems strug-

gle with providing accurate enough visualization for

surgical procedures, from consultations with sur-

geons, an HMD based visualization would provide

the surgeon with the most benefit in comparison to

alternatives. A clear view of operative field in ad-

dition to the information provided by the system,

would make for an excellent and desirable tool in

the operating room with little discomfort for sur-

geons and lead to better patient outcomes.
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7.2 3D Slicer Visualization

Having made significant headway into this part of

the project, it would also not be unrealistic to con-

tinue to develop this method of visualization. As

stated in previous sections, the development of this

portion of the project was not to far from comple-

tion and could provide a great deal of validation to

the future Hololens application by providing a di-

rect comparison to identify the strengths and weak-

nesses of both systems. By developing the 3D-Slicer

visualization further, a baseline standard of visual-

ization can be established. Thus, a more empiri-

cal validation of the future HoloLens application’s

ability to visualize the system information can be

achieved.

7.3 User Studies

The goal of any computer-integrated system is to

eventually see use. As an engineer, it is very com-

mon to get lost in the technicality of a project.

While such an intense focus can be beneficial in de-

veloping a functional system, other aspects of the

overall system can be neglected, particularly usabil-

ity. In order to ensure that the system is simple and

intuitive to use for surgeons, it is imperative that

user studies be conducted to empirically evaluate

aspects of the system that are not user friendly or

actually turn out to prevent the accomplishment of

system goals. Testing the system in this manner, is

a clear and effective way to ensure that the work-

flow of the system is sensible and therefore lead to

a more functional product. Such user studies need

not be done on a patient, but can be tested on an

anatomically similar phantom.

7.4 Clinical Use

Once the system has been validated through user

and cadaver studies, in order to see clinical use, clin-

ical trials have to be done, along with approval from

the U.S. Food and Drug Administration. Clinical

trials provide a snapshot into how the system ac-

tually impacts the outcome of patients. This is the

final critical validation step of developing a func-

tional and successful product. As a primary goal of

this project is to develop a computer-integrated sur-

gical system that improves the outcome of patients

and reduce operating time, clinical trials provide a

snapshot to how the system can execute its goals

and will be necessary to bring this system into use

in the operating room.
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8 Team Management

Figure 18: Breakdown of Portions of project done by each party, the yellow encircled letter N representing

Nikhil Dave and brown encircled letter Y representing Yihao Liu

The figure above illustrates the portions of the

project that were done by each member. The fig-

ure is broken down to reflect the amount done by

each party for each of the three deliverable cate-

gories. Both parties worked in conjunction on the

presentations and reports. Documentation of the

system was also done in conjunction, depending on

the party involved on that aspect of the project.

Due to the coronavirus outbreak, the project had

to be split up according to the resources available

to each member. Fortunately, we were still able to

achieve the declared deliverables.

9 What We Learned

Both members of the team learned a considerable

amount from the implementation of this project.

This was not just limited to the technical skills re-

quired to develop the project. In particular, the

following lessons were learned below.

• It is incredibly important to know how to

properly use the tools you are interested in

using in order to be successful in developing

a project. This includes software, computer

languages, and hardware.

• Project planning is crucial ensuring that you

are able meet your deliverables in the assigned

amount of time. This includes developing an

effective Gantt chart outlining your goals and

the time you estimate will take to complete

them. This gives you a visual tool to come

back to and analyze if you are on track.

• The time spent validating and debugging your

application can often take far longer then the

time spend developing it.

• Proper and continual communication between

team members as well as mentors is incredibly

important in ensuring that issues are resolved

efficiently and that all members understand
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wear the application stands in development.

• More often then not, through thorough in-

vestigation of possible solutions, one can find

the source of their issue and resolve it without

the need for help. It is important to investi-

gate your problem thoroughly before asking

for help.

• Interfacing with a tracking system is non-

trivial. We spent a considerable amount of

time developing a method to extract data

from the NDI Polaris. Looking back, priori-

tizing this first would have given us more time

to accomplish other goals.

• The importance of being able to pitch your

application is critical. In order to illustrate

the value of your project to others, it is im-

portant to have a concise pitch.

• Technical writing as well as presenting skills

are hugely important in conveying what you

accomplished and what your goals are.

• Documentation is critical in the development

of a large project. Without proper docu-

mentation, it limits the repeatably of your

achievements and can also force you to repeat

development tasks/mistakes that you have al-

ready done due to forgetting your exact pre-

vious approach.
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